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ABSTRACT

Tactic-Based Learning for Collective Learning Systems

Tactic-Based Learningis a new selection policy for statistical learning systems that
has been tested with a Collective Learning Automaton which solves a simple
representative problem. Current selection policies respond to immature stiatwalo not
yet have high-confidence responses associated with them by selespogses
randomly. Albeit unbiased, this policy ignores any confident information already
acquired footherwell-trained stimuli. To exploit this confident information, Tactic-
Based Learning hypothesizes tirathe absence of a sufficiently confident response to a
given stimulusselecting a confident response to a different, but nonetheless well-trained
stimulus is a better strategy than selecting a random respdastic-Based Learning
does not require any feature comparison in search of an appropriate respoimsiapyel
results show that Tactic-Based Learning significantly acceketaarning and reduces
error, especially when several stimuli share the same respense&hen broad domain
generalization is possible. Tactic-Based Learning reduces the use of-pseddm
number generators in the response selection process. Additionally, Tacticti@aseing

assists the recovery of learning performance when the problem evolves over time
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Defintion 12:

Defintion 13:

Defintion 15:

Defintion 16:

GLOSSARY OF TERMS

Theenvironment of a game includes the necessary space, matter, and
energy to conduct the game. pp 33

A contestis an instantation of a game that is one complete instance of a
game played from beginning to end. pp 35

A stageis the phase of a contest that leads to an evaluation. pp 35
Thecollection length c, is the number of responses that the learning
agent makes before being evaluated by the environment. pp 35
Thehistory, 7, of a stage is the collection of interactions that have
occurred since te last evaluation. pp 35

A Collective Learning Automata (CLA) is a learning agent inside a
Collective Learning System. pp 36

Thecompensation,y, is an interpretation of the environment’s evaluation
by the CLA. pp 36

The State Transition Matrix (STM) is the knowledge matix that maps
the input domain into the output range. pp 38

astimulant is a permanent element in the stimulus domain of the STM.

pp 38

astimulus is an input from the environment to the CLA. pp 39
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Defintion 17:

Defintion 18:

Defintion 19:

Defintion 20:

Defintion 21:

Defintion 23:

Postulate 01:

Defintion 24:

Defintion 25:

Defintion 26:

arespondentis a permanent element in the response range of an STM.
pp 39

aresponseis an output element passed from the CLA to the
environment. pp 39

A selection policydictates how respondents are selected for a given
stimulant. pp 39

Thereject confidenceis the confidence that, for a given stimulant, it is
possible to reject the hypothesis that there is no difference between the
largest posterior probability and thpriori probability. pp 40

Thetie confidenceis the confidence that, for a given stimulant, the
hypothesis that there is no difference between the largest posterior
probability and the second largest posterior probalméty berejected.

pp 40

Maximum Likelihood Estimation (MLE) is “a statistical decision rule
that examines the probability function of a [stimulus] for each of the
classes, and assigns the [stimulus] to the class with the highest
probability.” pp 43

The selection confidenceof a stimulant is the minimum of its tie and
reject confidences (worst-case assumption). pp 48

A seeker stimulanthas no effective tactic and uses the Standard
selection policy. pp 48

A tactic is a respondent that follower stimulants may select. pp 48

The primary respondent for a stimulant is a respondent with the largest

weight. pp 48
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Defintion 27: The secondary respondentfor a stimulant is a respondent with the
second largest weight. pp 48

Defintion 28: A supporter stimulant is a stimulant whose primary respondent is a
tactic. pp 48

Defintion 29: The support threshold of a CLA specifies the minimum selection
confidence required of a stimulant to support a tactic. pp 48

Defintion 30: The withdrawal threshold of a CLA specifies the minimum selection
confidence of a supporter stimulant required to maintain support for a
tactic. (By implication, the withdrawal threshold cannot be highant
the support threshold.) pp 49

Defintion 31: A follower stimulant is a stimulant that uses a tactic to guide its
response selection. pp 49

Postulate 02: A tactic’spotency, ¢, is the average compensation that a follower
stimulant has received while being a follower of the tapc50

Defintion 32: An independent stimulantis a stimulant that has an effective tactic, but
follows the Standard selection policy. pp 50

Defintion 33: The independence thresholdof a CLA is the minimum selection
confidence required for a follower stimulant become independent. (By
implication, the independence threshold cannot be higher than the support
threshold.) pp 50

Defintion 34: Thedependence thresholaf a CLA is the minimum selection
confidence an independent stimulant must maintain to remain
independent. (By implication, the dependence threshold cannot be higher

than the independence threshold.) pp 51

XiX



Postulate 03:

Postulate 04:

Postulate 05:

Postulate 06:

Postulate 07:

Thelocal potency,¢, of a tactic is a measure of effectiveness of a tactic

for an individual follower stimulant and is calculated as follows:

wheren; is the number of times that the tactic has been usey @&d

compensation value received. pp 52

The global potency, ¢y, of a tactic is a measure of effectiveness of a
tactic for stimulants that have followed the tactic and isutated as

follows:

n
.
g = fi

i:1ng

whereng is the number of times that the tactic has been used; asd

compensation value received. pp 52

The minimum local potency of a tactic is 1, the minimum non-penalty.
pp 53

A tactic resigns when it no longer has any supporters. After a tactic
resigns, it is no longer available globally or locally for atignslants to
follow. pp 53

The evaluation policy for the game is the average evaluation for the

collection length,

XX



r

correct

n

wherer corect IS the number of corre®esponseandn is the total number

of Responsegp 75

Defintion 35: A stimulant whose tie and reject confidences are greater than or equal to
the tie and reject thresholds, respectively, generatesfalent
response pp 76

Defintion 36: Thecompensation threshold «,, is a parameter in the compensation
policy. When a CLA’s average selection confidence crosses this

threshold, the compensation policy becomes more stringent. pp 77
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Postulate 08: The compensation policy for the unordered game generates the

compensation value, is as follows: pp 78

IFE=10R (>0AND ¢> é:anticipated) THEN
Yeonfident = 1 + 0.1€)

Yother = Yconfident

ELSE IF &> 0AND ¢ = &anticipated THEN
IF avgerageSelectionConfidencec, THEN

Yeonfident = 1+ 0-16)

Yother = Yconfident

ELSE
Yeonfident = 0.999
Yother = 0.975
END IF

ELSE IF ¢ > OAND ¢ < &anticipated THEN
IF avgerageSelectionConfidenses, THEN
Yeonfident = 1 + 0.1€)
Yother = Yconfident
ELSE
Yeonfident = 0.96
Yother = 0.98
END IF
ELSE
Yeonfident = 0.85

Yother = 0.9
END IF
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Postulate 09: Theupdate policy for both games is: pp 83

IF (¢is confident) THEN
W w

ELSIF (¢'s tie confidence >= tie threshold AND
#'s reject confidence >= reject threshold)
W< Wtonfident

ELSE
whe W)hormal

END IF

Postulate 10: The time complexity of the removal of a global tactic has
O(N) = NlogN pp 91

Postulate 11: The average time complexity increase for using TBL is

O(N)TBL = (0, N] O(N)standara pp 92

Defintion 37: A stateof the TruthTable game is one of its arrangements of input-output

pairs. pp 92
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Postulate 12:

Postulate 13:

Postulate 14:

Defintion 38:

Defintion 39:

Defintion 40:

Defintion 41:

Defintion 42;

TheTactic-Based Learning advantagdTBL ,) of a given game
state is computed as follows:

n

TBL, = Zci(ci —- 1)

i=1
wheren = the size of the range (the number of classesgtianthe

number of inputs assigned to a given output. pp 94

Theconfident accuracyof a CLA is the average selection confidence for
a given test point multiplied by the average score for the test point
expressed as a percentage. pp 96

Thescoring function of the TruthTable game is the fraction of correct
outputs in the current history. pp 96

A target cellis a cell in a TruthTable, which signifies a correct input-
output pair. pp 99

A target responseis an output in a TruthTable that is associated with at
least one target cell. pp 99

A substateis a small section of a state; it usually has all of the target
responses in it. pp 99

Thefirst termination , ty, is the contest at which the first CLA satisfies
the stopping criterion. pp 109

Thesecond termination tp, is the contest at which the second CLA

reaches the stopping criterion. pp 109
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Postulate 15: thebenefit, b;, at a given test point is computed as follows:

Postulate 16:

Postulate 17:

Postulate 18:

bi = gﬂHo (SrBL - Sstandard

wheresrg. andssiangarg@re the scores of the TBL and Standard-CLAs,
respectively, andiy, is the confidence with which the null
hypothesidHythat there is no difference between the two scores can

be rejected. pp 111

thePayoff, P, of a treatment is: pp 111

ng

P

1

Then-tile advantageof a treatment at a given contest is the two-tailed
rejection confidence dfip. pp 112

TheExpenseis the difference between the number of contests the
TBL-CLA needs to terminate and the number of contests the

Standard-CLA needs to terminate. pp 113
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LIST OF ASSUMPTIONS AND RESTRICTIONS

The fundamental ideas of Jean Piaget provide a valid psychological basis for
this research. pp 12

Learning agents are endowed with a fixed number of responses (classes),
the cardinality of the response range (intent) is fixed. pp 20

Only single-layer, non-hierarchical learning systems are considered in t
research. pp 20

This research does not consider multi-agent systems. pp 24

When training is complete, the final cardinality (extent) of the stimulus
domain is greater than or equal to the cardinality of the response range. pp 26

CLAs will be implemented without forward context. pp 31

This research will not consider multi-agent systems. pp 34

The compensation policy is fixed. pp 37

the posterior probabilities of stimulants are normally distributed. pp 41

This research is does not consider presupervised learning scenarios. pp 41
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EXECUTIVE SUMMARY

In Collective Learning Systems (CLS), a Collective Learning Automazam)
learns the appropriate response for each stimulus by selecting resporise®ewftthem
emerges as statistically optimal, guided by feedback from an evgl&atinronment
(Bock 1976). Generally, CLS theory ignores what has already been learndteby
stimuli when making decisions about a new stimulus. Many psychologists agree that
applying successful solutions for old problems to new and often unrelated problems is a
useful learning strategy (Piaget 1936, Pulaski 1980, Berk 2003). Although thishesea
does not attempt to replicate human behavior at any level, biologically and
psychologically inspired mechanisms and methods can often provide useful iasights
hints for machine learning methods (Heckman 2004).

This research deals with a selection policy for CLAS, called TacticeBasarning
(TBL), which accelerates learning by applying knowledge about one \aetidd
situation to another. Although many machine learning algorithms can achieviemxcel
results by identifying similar feature vectors (explicit domain gaization), they all
require postulating a sensible and computable distance metric. For example, the k
Nearest Neighbor algorithm (Mitchell 1997, Moore & Lee 1994) computes simila

using the Euclidean distance between vectors in an ordered n-dimensional space. On the
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other hand, although case-based reasoning (Sgtatdl992) allows feature vectors to
be categorical, a distance metric of some kind must be postulated to identdy sim
cases.

For many problem domains, it is not possible to postulate a meaningful distance
metric. For example, in Natural Language Processing there is no dagtb\wompute
the distance between the meanings of words, so other methods must be devised (Portnoy
& Bock 2005). TBL, however, does not compare feature vectors at all, and is thus
applicable to a wide problem domain.

A CLA learns how to respond to stimuli appropriately using the algedonic cycle
(Beer 1966), as illustrated in Figure 1. The CLA is embedded in an Environment that
sends a stream of stimuli to the CLA and periodically issues evaluations@if A&
responses to these stimuli. A stimulus is a vector of several featuresstrd e some
state of the Environment. The CLA uses a State Transition Matrix (STMjreoestch
unique stimulus that has been received, along with its occurrence count (Sae)Eed
an estimate of the probability that each possible response is valid forrttugusti For
each stimulus that is received, the CLA uses these probabilities to selspbage,
which is then sent to the Environment. These selection probabilities are updated based on
periodic evaluations issued to the CLA by the Environment at the end of a stagfejswhi

a sequence of responses by the CLA.
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For a given stimulus, the Standard CLA (a CLA that does not use TBL) selects the
response with the highest statistical confidence if the confidence is eufffjdnigh;
otherwise, a response is selected at random. All responses are sent to the Enjironme
and at the end of each stage, the Environment evaluates their collective aec®rm
This evaluation is issued to the CLA, where the compensation function converts the
evaluation into an update. The update is applied to all the elements of the probability
vectors in the STM that were used to generate the CLA’s responses since the las

evaluation (the history of the stage) (Bock 1993).

Environment

I

Collective
Learning

_ Automaton
Memory (STM) SNCEA)

Response

Figure 1: A complete Collective Learning System (CLS). The learning agent, the CLA, engages in

the algedonic cycle to acquire knowledge about the environment, eventually eliciting correct
responses to its stimuli.

The standard difference of two proportions is used to compute the statistical
confidence of each response for every stimulus, which is called the selectiateooefi

of a response.
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Tactic-Based Learning is an algorithm that overrides the Standard aeleclicy
used by a Standard-CLA. A TBL-CLA follows the Standard selection pohtiyone
stimulus is sufficiently well trained to elect its primary responsetastic. A stimulus
supports a tactic when its selection confidence is very high. Stimuli thasiagea tactic
(follower stimuli) simply use this response, assuming it is better than amames$ponse.
However, each follower stimulus tracks the effectiveness of the tactiases it only as
long as it remains effective (an average compensatign When a new tactic becomes
available, all stimuli that do not yet have an effective tactic willttry i

The lifecycle of a hypothetical stimulus in a Tactic-Based CLA is destin Figure
2. When there are no tactics in a CLA, all stimuli follow the Standard selectiay poli
and are called seekers. As soon as the first tactic appears, all saklevestigate it.
When a stimulus selects a tactic, it becomes a follower of that tactionédss a tactic
remains effective for a follower, the follower will continue to use theda response. If
a tactic proves ineffective (a parameter of the algorithm), the followesdhis tactic
and looks for another. If no other effective tactics are available, the stinsukrss to the
Standard selection policy and becomes a seeker. After a follower haed#aspecified
selection confidence, it becomes an independent stimulus and reverts to the Standard
selection policy. Dropping the tactic allows the independent stimulus to exglore it
response range. Exploration is useful because it helps avoid settling into a local
maximum of the reward function for the CLA. An independent stimulus will either lose
confidence in its response and revert to being a follower, or will become confident
enough to become a supporter of a tactic itself. An independent stimulus is alloned s
latitude, and it will only revert to being a follower if its selection confaefalls below

the dependence threshold.
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In the event that a supporter loses confidence in its response, the supportemsithdra
its support from the tactic it was supporting and reverts to being independkattdttic
no longer has any supporters, it will no longer be available for use, and any follower

stimulants of it will become seekers.
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Figure 2: The Life Cycle of a Stimulus, ¢. (1) The stimulus, ¢, is encountered for the first time. @is a seeker. (2) The
first tactic appears and ¢ becomes a follower of it. (3) The first tactic is not effective, so ¢ abandons it and returns to
being a seeker. (4) A second tactic appears and ¢ becomes a follower of this new tactic. (5) the stimulus’ selection
confidence reaches the independence threshold. ¢ becomes independent. (6) ¢ does not become confident in a
respondent and¢'s selection confidence drops below the dependence threshold. ¢ to becomes follower again of its
most effective tactic. (7) grecovers its selection confidence and becomes an independent again. (8) ¢ has become
confident enough to become a supporter of its own confident response. If this response is not already a tactic, a new
tactic is available to other stimuli. (9) ¢loses confidence and withdraws its support from its confident response. If ¢
was the only supporter of that tactic, the tactic is no longer available to other stimuli. (10) Once again, ¢ supports its

confident response.
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There were three factors in these experiments: (1) the TBL threshdldevean
when a stimulus can use or support a tactic (2) the environmental conditions and (3) the
collection length (the number of responses that a CLA makes between evajuations
The TBL thresholds (support, withdrawal, independence, and dependence) were
varied incrementally from 50% to 99.99% under the following restrictions:
*Independence threshafdSupport threshold
*Dependence threshotdindependence threshold
» Withdrawal threshol& Support threshold
The environmental conditions were varied to consider classification tasks ngté si
and multiple correct classifications of stimuli. Experiments were also ctedinc
stationary environments and a special case of a non-stationary environnmetta ¢catk-
switching environment. In a task-switching environment, at some point in thh aftgc
the initial contest, the environment suddenly changes the correct solution to the game
(partially or completely), and the CLA must abandon its obsolete solution anclearn
new solution.
The collection length was varied incrementally between 1 and 12. A collectidgh leng
of 1 is trivial because the problem becomes a simple process of eliminatiotediaonl
length of 12 is considerably more difficult. As the collection length gets longer, it

becomes harder to tell which stimuli chose correct responses and which did not.
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Original and Significant Contributions

This research makes the following original and significant contributions:

e Tactic-Based Learning is a method for improving learning performance on
categorical reinforcement learning tasks by leveraging existinglkdge that

does not require any feature analysis of the domain or the range.

e Tactic-Based Learning significantly reduces the learning agesiigsce on a

pseudo-random number generator for breaking ties when making selections.

e At optimal settings, a CLA which has implemented Tactic-Based Leaahwvays
performs betteon learning tasks than a CLA which has implemented the
Standard selection poliayithout any significant increase in training timmeder

the environmental conditions examined in this research.
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CHAPTER 1: INTRODUCTION

1.1 Motivation

“When all you have is a hammer, everything looks like a nail”. Although this popular
saying sounds a bit pessimistic, it expresses a general quality of hugméaiooo we
take what we already know and try to apply that knowledge or skill to new situations in
life. We know full well that the solution may succeed or fail, but we regard it asea bet
idea to use what we know than simply to act in a random fashion.

In adults, this behavior is often quite subtle. Consider the person who was invited to
go boating with some friends and was offered the chance to pilot the boat for a few
minutes, being assured that it was “just like driving a car”. A little skalptitce person
got behind the wheel, started the motor, engaged the throttle, and found that almost
everything about the experience was different than driving a car. The boat dichpbt
respond to the controls in the same way as a car. The person quickly adapted and
managed to pilot across the lake without putting anyone in excessive dangeg{althou
admittedly, everyone was very glad when an experienced pilot took the helm again).

This story deals with adult behavior, but the ability to learn about new situations by

applying known solutions to other problems is one of the cornerstondamtflearning.
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Consider a twelve-month old who has just discovered the joys of voluntarily dropping
things. Toys are grasped and released in her crib. Pacifiers are dnappédueef stroller.

Food is dropped from her high chair. Some objects she can reach again and drop again,
others fall out of her reach. Parents may return some items, but other tmgdike

food or dirty pacifiers, are not returned.

Through experimentation, the young child learns about dropping objects and about
the objects that are dropped. Some things bounce when dropped, some things are too
heavy to be lifted, dropping certain things makes mom angry, and other things are fun to
drop but are missed once they have disappeared or are out of reach. Dropping soon
progresses on to throwing and, once again, the lessons learned about dropping (and
perhaps other actions which may seem unrelated) clearly help to sharpen si@inew
(Berk 2003).

This research presents a new method for machine learning that allowsiraglear
agent to use information it has acquired about one situation to other, possibly unrelated,
situations. The method is based on an understanding of human learning and development.
Before going any further, it should be said that the mechanisms for macdnmede
developed in this research do not replicate human learning mechanisms, nor do the
conclusions of the research claim to make formal any statements about humag lea
based on the machine learning mechanisms.

It seems to make sense to look at what is known about human learning when
considering new mechanisms for machine learning. The field of psychology can often
help light the way in the search for new approaches to machine learning. alget'sPi
study of newborns has influenced psychological research for the past fifty yea

Although some of the finer points of his theory have been challenged, his description of



the way a newborn acquires knowledge is still considered a reasonabledrame

One of Piaget's fundamental ideas was thaichiemesa generalized term for
organized knowledge about the world. Schemes are used and modified as the newborn
learns about her environment. A newborn’s first scheme arises out of hergefiee
once the first scheme is acquired she will apply it to everything she comesantcont
with. This first scheme becomes her first tool for exploring her world.

Piaget’s idea of schemes is used in this research as a starting pthet for
development of a new strategy for reinforcement learning. For this reasogletrant
background and theories that Piaget used to explain the psychological basis o iearni
human infants are presented in Section 2.1.1.

The idea of using one solution for two problems may also be considered from a
mathematical perspective. If the goal of an adaptive learning ageriea the
appropriate transform that mapsputs intoy outputs anc>y, then by the pigeonhole
principle, there must be some inputs which share the same output (Ross and Wright 1988,
p207). In other words, the outputs are not mutually exclusive.

Classifiers that use Bayesian posterior probabilities to select the outgacoerst
the lack of mutual exclusivity as “a cost of doing business”. A Bayes Optiasdifier
gives the minimum possible error, but only for supervised learning agentsiéMitc
1997). Online learning agents do not have a labeled set of training data framtavhic
learn; therefore, the mistakes the learning agent makes in the learningspaoee
included in its knowledge base and they are not estimating the class conditional
probabilities. Maximum Likelihood classifiers are not interested in clasdittonal
probabilities and are more appropriate for an online learning agent, but a Maximum

Likelihood classifier does not acknowledge or take advantage of any dependence



between classes. Perhaps there is a classification strateggttizitysexploits any
overlap among the classes to improve learning. If a reinforcement lgaigemt were to
apply a solution it had learned in one context to other contexts about which it was still
unsure, perhaps this could improve learning by biasing the system towards proven
solutions, especially if the solutions from one context to the next shared something in
common, albeit some not-at-all-obvious quality.

In current state-of-the-art adaptive learning systems, responseteatedseandomly
before the learning agent has identified a clear relationship betwe@smasgmulus and
a given response. Random selection insures that the response range is foigdexmdl
minimizes bias in the system. Although this is an effective and reasonalbdggtior a
learning agent that knows nothing, once a learning agent has discovered some
relationships in its environment, it seems reasonable that these relatiohshiloisbe
used to tackle new situations.

In their thorough overview of reinforcement learning, Kaelbéhgl. (1996) close

with the following remark:
There are a variety of reinforcement learning techniques thak wor
effectively on a variety of small problems. But very few of &es
techniques scale well to larger problems. This is not becausadieses
have done a bad job of inventing learning techniques, but because it is
very difficult to solve arbitrary problems in the general caseorder to
solve highly complex problems, we must give tapula rasalearning
techniques and begin to incorporate bias that will give leveragbeto
learning process. [p32]

Kaelblinget al. acknowledge that learning from scratch is not sufficient for
reinforcement learning to be effective for larger problems. They suggestrbatise

biasing and leveraging of learned information be used to address reinforceansimg’s



failure to perform on large-scale problems. That suggestion is taken very muckt o hea
this research.

One common and sensible biasing solution is to perform a comparison of features that
describe a stimulus or a response. Most supervised learning techniques ralyian fe
comparison to generalize from the training set to the test set (see Support Vect
Machines as an example). In many cases it is quite rational to assumieteatilook
similar” should have similar responses or even share the same response; hboeever, t
are two major drawbacks to this approach. The first drawback is that for each new
problem domain, a new and appropriate comparison operator must be defined; there is no
general comparison operator that can be used. The second drawback is that not all
problems allow the application of tractable similarity metrics, eslhethmse with
categorical stimuli or responses.

For example, in the field of natural language processing, it is very diffcateasure
the distance between the words “cat” and “fuel”. As a fanciful exampleagppropriate
distance metric could result in buying gasoline when one needed cat food; or worse,
feeding the cat gasoline because the cat needed “fuel”. To avoid both of thebaadks,
the solution cannot depend on the meaning of the stimuli or the responses.

In the general case, the only other possible source of potentially useful inéormat
that can be shared is in the stimulus-response space (histogram) of an adaptng lea
engine. Currently, there are no machine learning techniques that use this source
information without a high risk of becoming stuck in suboptimal solutiergs, {ill
climbing, local beam search, and, in some cases, Genetic Algofffussell & Norvig
2003]). Thus, any method applied to reinforcement learning that makes use of previously

learned information must minimize the risk of settling on suboptimal solutions. In



addition, any solution should allow the learning agent to apply previously learned

responses to new stimuli only as long as the responses prove consistentleeffect

1.2 Problem Statement

Although comparing feature-vectors in the domain of a classifier can be a plowerf
mechanism for generalization, it requires a meaningful similarityien@thich is often
very difficult or impossible to devise g, with categorical features). As an alternative,
allowing random selection of responses may provide the advantage of promoting
exploration, but it can be very slow and can easily result in suboptimal solutions.
Nonetheless, there is a great deal of information in the stimulus-respoocsetpa
learning agent that perhaps can be exploited to assist in decision-making, éen in t

early stages of the maturation of the learning agent.

Research Problem:Is there a general and effective method to exploit the knowledge
accumulating in the decision space of an adaptive learning agent
to improve classification performance without comparing feature-

vectors or incurring the cost of excessive random exploration?



CHAPTER 2: RELATED W ORK

2.1 The Psychological Basis of Infant Learning

Understanding how newborn children learn is pertinent to this research. Thishesear
is primarily concerned with learning in its earliest stages, whém dittnothing has been
learned about the self or the environment. The reason for this focus lies in the basic
assumption that as humans mature and develop more cognitive capacity, they begin to
employ various kinds of feature-vector comparison and analysis on many diffeedst le
of cognition. Even very young children can categorize people and objects and make
decisions about what to do with those things.

If a young child lives in a household with a pet German Shepherd, he will soon learn
to recognize other dogs as potential pets and will often take great delightimngaor
petting other dogs. This kind of behavior suggests that the young child is gengrali
something about dogs, perhaps the fact that dogs are hairy, or that they have fand legs
a tail. The fact that the child will extend his knowledge about his household pet to all
other dogs but not to, say, dishes or cars, suggests that the young child must be
generalizing about what makes a dog a dog.

Studies have shown that by 12 months, children’s memory and problem solving skills

become significantly less context-dependent (Hartsbbah 1998; Hayne, Boniface, &
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Barr 2000), meaning that children do not need to be in the exact same situation in order to
remember how to perform a task or recognize an object. These studies argueah favor
children’s ability to generalize learned responses to relevant, newaisiéBerk 2003).

Once children exhibit what computer scientists wouldfeallure-vector analysiand
what psychologists would cajkeneralizationthe psychology of learning and
development is no longer useful for this research. Clearly, machine learreagcres
must eventually tackle the problem of automatic feature selection becausevital part
of learning and intelligence. However, that is well out of the scope of thisehsear

Many psychologists have developed theories of child development and have studied
young children, but a much smaller number of psychologists have based their work and
theories omeonates newborns less than 6 months old (see [Berk 2003] for an excellent
textbook on child development). Perhaps most famously, Freud’s theories largely hinge
on a person’s childhood experiences, but Freud did not study children himself (Cohen
2002).

The reasons that fewer people choose to study neonates are usually practical.
Neonates are not thought to understand language and therefore cannot have instructions
explained to them. Neonates are undergoing a period of extremely rapid development.
Assembling a representative sample of infants of the same age can prove to be
logistically difficult because even a difference in age of a week can espr@significant
difference in cognitive ability. Additionally, describing and quantifyingmege behavior
can be very difficult because of neonates’ short attention spans and strongeeflexi
behaviors (Berk 2003).

This is not to say that no one has done significant work on neonates. Work has been

done in the areas of understanding neonatal reflexes, neonatal classical cagditioni



learning capacities, neonatal operant conditioning learning capaaittbbahituation
and recovery studies, which demonstrate the extent to which infants can eategori
generalize. An overview of these areas of research is presented here.

Neonatal reflexes:A newborn’s reflexes are the first signs of organized behavior.
Some of these reflexes persist into adultho@d€ye blinking in response to bright light
or a puff of air in the face, sucking on an object placed in the mouth) while others
disappear a few months after birtlke(rooting, the reflex which causes a neonate to turn
its head in the direction of stimulation on the side of the face). Most reflexbslmeed
to serve an adaptive purpose. For example, the grasping reflex is thought to help babies
hang on to their caretakers when carried and the swimming reflex is thougtd to hel
babies stay afloat long enough to allow for rescue should they fall into watérZ803).

Brazelton’s Neonatal Behavioral Assessment Scale (NBABecause neonatal
reflexes are so strong and appear to be universal, assessing them an liigtaceery
useful diagnostic tool for doctors. If a reflex response is abnormally weaay isignal a
problem with the development of the nervous system. T. Berry Brazelton has studied
neonatal reflexes for most of his career and developed a scale that can be sseskto a
the health of neonates (Brazelton & Nugent 1995). In addition, this assessment has
proved to be a useful tool for educating mothers about how to respond to their neonate’s
needs (Eiden & Reifman 1996).

Classical Conditioning in neonatesNeonatal reflexes force reactions to the
environment, but neonates also use them to learn about stimulus-response relationships.
Classical conditioning provides an important way for neonates to begin to make sense of
their environment and helps them anticipate events in their world. Neonates can quickly

learn relationships important to their survival through classical conditioningctntie



ability to learn through classical conditioning is present from birth.

In classical conditioning, an unconditioned stimulus is a stimulus that produces a
reflexive, or unconditioned, response. An example of this would be the neonatal reflex of
sucking on a nipple when it is presented. The nipple produces the sucking reflex and the
baby takes in milk. If a neutral stimulus, like gentle stroking on the head,aductd
consistently during feeding, neonates will quickly learn that head-strokinggadithd) go
together. After a short period of conditioning, a matter of hours, a neonate will
demonstrate the conditioned response of sucking if presented with the newlyoo@uabiti
stimulus of head-stroking (Blass, Ganchrow, & Steiner 1984).

Operant conditioning in neonates Operant conditioning is a kind of learning that
takes advantage of spontaneous behavior. When a spontaneous action is followed by a
reinforcing stimulus, it changes the probability that the spontaneous behaViocoui
again. For example, if a young infant “smiles” inadvertently when a parevdtching,
the child will most likely receive a great deal of reinforcement in tha fafrattention
from the parent. Enjoying the attention, the infant is more likely to repisabehavior in
the future.

As newborns, there is very little that babies can control, but they are stitleaya
operant conditioning. In the first weeks of life, head turning and sucking are abiait all
babies can voluntarily control (Berk 2003). Sucking has been used to study infants’
ability to categorize sounds. In one experiment, a tape of the mother’s voiceayexs pl
when babies sucked on a non-nutritive bottle at a given speed. The tape stopped when the
babies stopped sucking on the bottle or when their sucking pattern deviated from the
desired speed. Neonates demonstrated the capacity for learning throtagtt ope

conditioning by learning to suck at the speed required to hear the mother’s voice.
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Additionally, neonates demonstrated that they preferred to hear their mothergweaice
other adult voices by learning a second sucking pattern (Floccia, Christophec&daart
1997).

By three months of age, infants can also control leg kicking. Studies by Shields and
Rovee-Collier (1992) have used leg kicking to investigate infant memory. In their
experiment, infants were placed in a crib and had one leg attached to a mobile. The
infants learned to kick their leg in order to see the mobile move. This behavior is an
example of learning through operant conditioning.

The studies by Shields and Rovee-Collier were focused on infant memory and
generalization ability. The study found that the youngest infants (2-3 maidjhsould
repeat the kicking motion the next day only if they were placed in the same crib. If
anything were altered in the environmeirg.(he color of the crib mattress), the youngest
infants would take as long to discover the kicking motion as they did in the firsihiga
phase. However, if they were placed into the exact same setting, the kickiog mas
repeated almost immediately. This study showed that neonates werg hedgivily on
all aspects of the environment for learning and memory.

The studies of neonatal reflexes, classical conditioning, and operant conditioning
learning provide a wealth of information abetatneonates are capable of learning, but
they do not provide a unified theorylwdw neonates are learning. Jean Piaget provides
the strongest and most widely accepted general theory of how and why dailiidés a
emerge in neonates. He also produced an extensive theory of development which he
applied to older children, adolescents, and adults.

His theories are not without critics. Many people have questioned the spgesiata

which Piaget claimed certain capacities emerged (Miller 1993; Sigdtélrs 1996;
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Bjorklund 2000). However, his theory offers a general road map that still proyes ver
useful. His findings have served as the starting point for almost every conteynporar
perspective on child development in the past 50 years (Berk 2003). It is to Pramt’'s
that one must look, then, to try to understand what is happening in the neonatal mind and

how the neonate approaches the world.

2.1.1The Theory of Jean Piaget

The Swiss psychologist Jean Piaget developed his theory of child development in the
late 1920’s. Over a long career, he studied many different aspects of sfeldpeent
and behavior. His early writings were based on careful observation of his owrmchildr
He later established a center for study in Geneva and became one of thespesed
authorities in the field of psychology.

His work has had a tremendous impact on the way educators and psychologists view
children and their development. One of his major contributions was to portray chddren a
active, curious knowledge seekers. His major ideas about child development are outlined
in this section. Although many of the particulars about when certain behaviors emerge
and if development occurs in rigid, fixed stages have been disputed, his work still
provides a very useful guide to child development (Berk 2003). In this research it is
assumed that Piaget’s fundamental ideas are sound and that his work provides a

reasonable foundation for the solution used in this research.

Assumption 01: The fundamental ideas of Jean Piaget provide a valid

psychological basis for this research.

In his work, Piaget dealt with tletagesof development that all children must pass
through as they mature and sehemeshildren use to codify their abilities and

12



understanding of the world around them. In this section, the stages of development are
discussed first and then schemes are explained in more detalil.

Stages of Developmen®Piaget believed that children went through four major stages
of development: sensorimotor, preoperational, concrete operational, and formal
operational. These four stages explain how an infant moved from reflex-based behaviors
into the mature, abstract, and logical thought of adolescence. Piaget’s thettmebas
major properties. First, it is a general theory, meaning that it asshates|taspects of
cognition develop in an integrated fashion. Second, the four stages are invarsambgme
that children must pass through each stage in order and no stage can be skipped, although
it is possible that later stages may never be attained. Third, the staga&ldcebe
universal, meaning that they should apply to all children everywhere (Piagdtdn&
Szeminska 1948/1960).

Piaget thought that development must be rooted in biology and was the result of the
brain developing and becoming increasingly adept and analyzing and inteypreti
experiences common to all children. Piaget accounted for individual differencees
of development by pointing out that genetic and environmental factors held sighific
sway over the speed with which children would move through each phase (Piaget
1929/1928).

Piaget’'s stages deal largely with the way in which a child organizedises for
making sense of the world and how this organization changes over time. These drganize
structures are callexthemesin the early stages, schemes are physical routines that the
infant has mastered, such as voluntarily reaching for objects of intereakimgm
voluntary vocalizations. As the child matures, the schemes begin to include mental

representations of the world. The understanding of object permanence is one of the
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earliest demonstrations of a mental representation. The shift from purelggbhys
schemes to mental representation schemes is a major one in Piaget'snbdenarks the
transition from a physical exploration of the world to a cognitive and mental etipfora
of the world (Berk 2003).

The four stages are broadly outlined here. For the purposes of this researcst, the fir
stage is most important and is discussed in more detail later. The firstteage
sensorimotorstage, generally extends from birth to 2 years. During this stage, infants ar
focused first on their own bodies and then later on objects in their immediate
environment. In the sensorimotor stage, intentional goal-directed behavioggeend,
later, children begin to explore the properties of objects by manipulatingnhem
interesting ways. By the end of the sensorimotor stage, children begin to showevidenc
of mental representations by coming up with sudden solutions to problems and by
engaging in make-believe play.

With the emergence of mental representations, the child enters into the
preoperational stage that generally lasts from two to seven years of age. In the
preoperational stage, mental representations grow rapidly and become intyeasneg
complex. Make-believe play becomes more detached from the immediate envitonme
For example, children in the preoperational stage will happily pretend that e inad,
but children still in the sensorimotor phase will refuse to pretend that a cughsgny
un-cup-like (O’Reilly 1995).

Another major milestone accomplishment of the preoperational stage is thetabil
understand the relationship between a symbol and the real world. In a study byhgeloac
(1987), children were shown a physical model of a room and watched as an adult hid a

miniature toy (a small Snoopy) somewhere in the model room. The children were the
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asked to find the toy (a bigger Snoopy) in a real room. Children younger than tharge ye
could not accomplish this task, but older children were quite capable. The younger
children seemed to be struggling with the idea that the model room was not only a toy but
also a symbol of another room (Berk 2003).

The understanding of symbol-to-real-world relationships grows more soptastic
during the preoperational phase and, by seven years of age, most children adeqtite
at following simple maps and understanding that one abstract object can standher anot
object in the real world. During the preoperational stage, children beginmo for
hierarchical categories and can break categories into basic-lexgbigas €.g.chairs,
tables, sofas), subcategoriesgy(kitchen chairs and desk chairs), and superordinate
categoriesd.g.furniture).

Even though the preoperational stage is typified by a dramatic increaskililis ¢
mental representations, Piaget claimed that a child’s thoughts were not veay dog
organized. Organized thought emerges duringtimerete operationalstage, which
generally lasts from 7 to 11 years of age. During this time, childremsaine
representations become more abstract and start to take on logical forms. I@ne of t
classic examples of this in Piaget’s theory is the idea of conservation of v@iidren
in the preoperational stage will watch water poured from a wide shallow contdamar
tall skinny container and claim that there is now more water in the tall nent&iaget
explains that children in the preoperational stage can only mentally represent one
dimension of an object at a time. During the concrete operational stage, childred expa
their mental representations to include multiple dimensions of a conservation problem
During this phase, children’s hierarchical categories become more flaxitdhey

become more aware of classification relations (Ni 1998).
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The last phase of development is thiemal operational stage. Most children enter
this stage around 11 years of age. Whereas a concrete operational child canratgy ope
on objects in reality, formal operational children are able to operate on otheramyserat
Concrete things and actual events are no longer required as objects of thoudgher(Inhe
& Piaget 1955/1958). Adolescents become able to reason in a scientific manner, moving
from a general theory to a hypothesis and then are able to test the hypothesisderly
fashion. When children are in the concrete operational stage, they can only come up with
the most obvious predictions about how to solve a problem. When these falil, they are
unable to think of other alternatives and fail to solve the problem (Berk 2003). Another
major characteristic of the formal operational phase is propositional thoughtséeiuie
can evaluate the validity of verbal or written statements without having t& tireso
against evidence in reality.

Development of Schemed hroughout all four stages of Piaget’s theory, children are
using schemes to codify their knowledge of their own abilities and their knowtédge
world around them. These schemes start out as physical routines and become mental
representations. Schemes are incorporated into the thought process by the use of one of
four mechanisms: assimilation, accommodation, equilibrium, and organization. A
cornerstone idea about Piaget’'s schemes is that they are all acquired attdugh
direct interaction with the environment. Only through interaction with the environment i
there any impetus to learn, acquire new behaviors, or change existing oeesnin r
years, Piaget’s ideas of schemes and equilibration have been criticizethfptoloe
vague. In fact, the most specific definition of a scheme is “a very broad wagdtede
organized behavior” (Evans 1973). Itis not clear exaekigtis being assimilated and

accommodated, but because Piaget was focused on broad changes in behavior his ideas
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remain useful tools for discussing developmental changes (Miller 1993, Sieglks & E
1996).

Assimilation. During assimilation, existing schemes are used to interpret the external
world. An 18-month-old girl with a small, but functional, vocabulary may refevéoye
animal she encounters as “doggie”. Likewise, an even younger child may haveethaste
a scheme for holding a small object in his hand and dropping it. It is a simple @lease
the fingers. The child may enjoy dropping any small object he can find, but thal} ar
manipulated in the same way.

Accommodation.In accommodation, new schemes are created or old schemes are
adapted into new and different ones when it becomes apparent that the current schemes
do not adequately capture or describe the environment. Recall the girl mentioned in the
previous example and imagine that she is now two and a half years old. She has now
expanded her vocabulary considerably and has many more names for differerg animal
(doggie, kitty, horse, cow, duck, birec). Imagine her first trip to the zoo. When she
first encounters a platypus, she may be seen to stare for a few moments before
pronouncing the strange new animal to be a “duck-doggie”. In this case she hak notice
that none of her current schemes are quite appropriate for the new animal and so she
accommodates an existing scheme and creates a new one for the phstythesyoung
boy with the dropping scheme grows up, he will learn to accommodate his dropping
scheme for different objects based on their shape and texture. He will soon further
accommodate his dropping scheme by changing the force with which certain algects
released. To the great joy of his parents, he has now adapted a new schemag.throwi

Equilibrium. Equilibrium describes periods of time when a child is assimilating

more often than accommodating. These are periods of relative cognitive etaige for
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child. Most things fit easily into existing schemes. This is contrasted wiibodgeof
disequilibrium where a child’s schemes are largely not effective for theoament and
the child experiences “cognitive discomfort” (Berk 2003). When in disequilibrium, a
child must shift the balance away from assimilation and towards accommodéimget. P
also used the term equilibrium to refer to the constant ebb and flow of assimitation a
accommodation.

Organization. Although assimilation, accommodation, and equilibrium are all
processes that require interaction with the environment, organization idlg streznal
process. In Piaget’s view, organization was an important part of equilibriunn. Afte
acquiring new schemes, children relate schemes to each other and creatienatiroek
of relationships (Piaget 1936, 1952).

Sensorimotor Stageln Piaget’s theory, the sensorimotor stage represents the period
of greatest cognitive development in children. Due to the rapid change duringgjeis st
the sensorimotor stage is broken down into six substages. For the purposes of this
research, the first three substages are of the greatest intefegtlde discussed in more
detail. The 6 substages are summarized below:

1. Reflexive schemébirth to 1 month): behaviors limited to newborn reflexes

2. Primary circular reactiong1-4 months): simple “motor habits”, centered on the

infant’s own body

3. Secondary circular reaction@-8 months): actions intended to repeat interesting

experiences and effects in the surrounding environment

4. Coordination of secondary circular reactio(8-12 months): goal-oriented

behaviors, ability to find some hidden items

5. Tertiary circular reactiong12-18 months): exploration of the properties of objects
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by operating on them in novel ways
6. Mental representationfl8-24 months): ability to internally depict events and
ideas, appearance of sudden solutions to problems
For the purposes of this research, substages 1 through 3 are of the most interest.
During the first 6 to 8 months, children are heavily context dependent. This is to say, the
neonates are not capable of much generalization over different contextd{Shiel
Rovee-Collier 1992). Although they are active investigators of their own batles a
surroundings, they are not yet capable of complex problem solving. If this idea is
extended a bit farther, it is possible to say that neonates are performing dnignalm
amount of feature analysis and therefore not generalizing from one sitweatienrtext.
Pulaski (1980) describes the behavior of a neonate assimilating his firseschem

“But sometime during the first month the baby’s fist accidénfaids its way

into his mouth. By reflex action he begins to suck on it and apparkamdly

this activity satisfying. At any rate, the baby repehis &ction over and over

again until he learns to bring his fist to his mouth at will. Afteat, not only

his fist, but also everything else he grasps will find its &y his mouth. ‘For

him’, says Piaget, ‘the world is essentially a thing to be sucked’.” (p. 20)

In substages 1 through 3, Piaget outlines how newborn transitions from having
nothing but reflexes that dictate all responses to the environment to havingteirepér
simple schemes with which she can begin to explore her world. This period is also one of
rapid physical changes and brain development. For the purposes of this reseanch, it is
possible to mimic the changes, which expand the number of responses an infant may

make to her environment. In this research, the learning agent need only learn the correct

transform of stimulus to response.
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Defintion 01: Learning agents are endowed with a fixed number of responses
(classes)i.e., the cardinality of the response range (intent) is

fixed.

Piaget’s theory also discusses the idea of organization whereby scheme
rearranged and related to one another. Modern adaptive learning metigods (
Collective Learning Systems) might be able to achieve this through the use of
hierarchical systems. However, this research focuses only on a sargiedeagent,

albeit an agent with arbitrarily complex domains and ranges.

Defintion 02: Only single-layer, non-hierarchical learning systems are

considered in this research.

This research focuses only on a single-layer, non-hierarchical leaystem, and so
the earliest stages of development are the most interesting becawsssiimed that a
newborn’s brain and behaviors are the least organized and developed. Althoughestatistic
learning and machine learning methods cannot begin to replicate the complexity of the
brain, studies of and theories about older children and adults often deal with masy layer
of judgment, categorization, analysis, social interaction, and language thdt woul
interfere with the main question of this research: is it possible to apptingxgslutions
to new problems without doing any feature analysis? By examining theseaghs of
development, it is assumed that evidence might be found for such a mechanism in the
brain.

Substage 1 - Reflexive schemes (birth to 1 montluring the first substage,
neonates are acting entirely based on reflexes. Piaget viewed thesesrat the
building blocks for sensorimotor development. During the first month, a baby wiyslwa
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produce the same responses to the same stimuli. This repeated action giggsntons
ordered feedback to the baby. For example, an infant will suck on anything pldus
mouth and always turn his head in the direction in which his cheek is rubbed.

Substage 2 — Primary circular reaction (1 to 4 monthsPuring the second
substage, infants begin to gain some voluntary control over their actions. Margse
are still powerful, but infants discover that they can repeat some actionshat@urred
randomly. These actions are almost entirely centered on their own bodies. &mgetir
to these aprimary circular reactionsThe word “circular” is used because infants will
often repeat the same action many times in succession as they éssimigav scheme.

For example, an infant may accidentally move her fist to her mouth. By rdflesfarts

to suck on it. Finding this sensation pleasing and soothing, she will attempt to bring her
fist to her mouth again the next time it passes into her field of vision (Berk 2003, Pulaski
1980).

Substage 3 — Secondary circular reactions (4 to 8 month#).the third substage,
children begin to exhibgecondary circular reactiong hese differ from primary circular
reactions because they are moving away from the child’s body and outwardsstbear
environment. By the fourth month, children have acquired a few schemes from their
primary circular reactions, for example, voluntary sucking, grasping, andcldgdi
Once the infant has some level of control over her body, she can begin to explore her
environment.

She can swing her arms towards a mobile suspended over her crib. When she makes
contact with the mobile, she can watch the mobile move with great interest. Piaget

describes this sort of outward directed behavior as “the first outline of whateedime

21



classes or concepts... perceiving an object as something ‘to shake’, ‘tetai{RPiaget
1952).

In the third substage, infants accommodate their body-focused schemes into object-
focused schemes. When an infant encounters a new object in her environment in the third
substage, she will attempt to apply one of her schemes to it in an attempotedisc
this object is a good object to rub, or to suck, or to kick. With secondary circular
reactions, infants are primarily assimilating new experiences agrdtslifto existing
schemes. This is not to say that no new schemes are accommodated during the third
substage, but in the third substage, infants are not spending much time experimenting
with new schemes, but rathitey are applying known schemes to new objects and
situations.

This idea of applying known solutions to new problems, without regard for particular

features of an object is exactly the kind of solution this research seeks ¢onempl

2.2 Applications of Piaget’s ideas to Artificial Intelligence

Piaget’s ideas have attracted the attention of the machine learning oidlarti
intelligence communities. This section presents a brief overview of thieatppi of
Piaget’'s theories to machine learning and artificial intelligexscthey relate to this
research.

2.2.1Drescher (1991)

Gary Drescher used Piaget’s ideas of schemes and constructivist learming
massively parallel neural network-like implementation. Starting widwalfasic
schemes, the learning agent expanded its knowledge by exploring its environment. His
work showed some very interesting results. The learning agent was abledss$uity

construct new schemes and succeed at increasingly complicated tasks.
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One of the important aspects of Dresher’s work was the ability to create new
schemes, atlassesas learning increased. Although finding a reasonable and generalized
way to do just that is an open topic in Collective Learning Systems, the learning
paradigm used in Drescher’s research, is outside the scope of this researevidsly
defined in Definition01, the possible schemes or actions remain fixed for all of the
treatments in an experiment. See Section 2.5 for more information abouti@ellect
Learning Systems.

In Dresher’s work, schemes were expressed as propositional logic. Harctes
focuses on Collection Learning Systems, which do not deal with propositional logic. In
addition, Drescher developed a specialized parallel processing architecthise f
learning agent, similar to an artificial neural network (ANN). Becdhiseresearch only
considers Collective Learning Systems (CLS) theory, it is not possiblectiodeany

conclusions to ANNs or any other machine learning paradigm.

2.2.2Birk (1996); Birk & Paul (2000)

Birk (1996, 2000) was interested in combining Dresher’s approach to schemes with
genetic algorithms. Birk (1996) applied his approach to a computer model of a robot arm
and in (Birk & Paul 2000) applied similar ideas to a physical robotic arm. As has bee
noted eatrlier, this research is restricted to CLS theory and does not atterxignd to a
robotics or evolutionary programming application.

A common theme between this research and Birk’s is the desire to designgearnin
algorithms that would be independent of any particular problem. Birk was inteneste
using evolutionary programming to generate the preconditions for using schentes but t
addition was not dependent on the robot model nor on the task set for the learning agent.

Although Birk succeeded in developing a new system which was problem independent,
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thestimulus-response ruleBirk’s name for what Drescher calledhemaare entirely
context dependent, and no attempt is made to translate the lessons learned in one contex
to another context. This research seeks to leverage learned knowledge to improve

performance on new problems.

2.2.3de Jong (1999)

de Jong was intrigued by Dresher’s ideas, but was most concerned with developing a
machine learning agent that could observe and learn about an environment that changed
not just in response to an agent’s action. de Jong’s work focused multi-agent systems and
inter-agent communication. The major goal for de Jong’s learning agents desde
when to take advice from the agents’ personal percepts or information coming from other
agents. That is, in a multi-agent environment, each individual agent had a limiteptperc
region or “field of view”. All agents broadcast their perceptions to all other sigeat|
times. Individual agents then had to learn when information coming from another agent

might be useful.

Defintion 03: This research does not consider multi-agent systems.

Although this research does not consider multi-agent problems, it looks as if de
Jong’s approach could be recast as a single agent problem. If it were, de Jokg’s wor
might provide the solution to the problem this research is investigating: a wayyo appl
knowledge from another situation to a current, possibly unrelated situation; howesser, thi
analogy falls apart upon closer inspection.

In the multi-agent situation presented by de Jong, considering information from
another agent adds more information to the feature vector. Therefore, eithgn#ig si

from other agents and an individual's percepts must be combined into a new stimulus or
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an analysis of the feature vectors is necessary for this kind of learning fillsttoption

is chosen, then de Jong’s method does not provide a solution because adding more
stimuli does not provide a way to communicate knowledge from one stimulus to another.
If feature analysis is necessary to make use of the increased knowledgheistiendt

an appropriate solution because this research mandates an improvement to tleairning

does not rely on the analysis of feature vectors in any way.

2.3 The Pigeonhole Principle

The previous section discussed the application of Piaget’s theories of child
development to machine learning. Psychology is not the only field that can serve to
inform machine learning. Indeed, from discrete mathematics, the conadbpt of
Pigeonhole Principle provides some useful insight for the problem considered in this
research.

The Pigeonhole Principle states that if therengpegeons and, at most;1 holes and
all the pigeons are in holes, then there must be at least one hole with more than one
pigeon in it. To put it more formally, consider the functiavheref: S — T and wheres
andT are finite sets satisfyin§l|>k|T|. Then at least one of the s&tgt) has more than
k elements. (Ross and Wright 1988, p207).

Although this may seem obvious, the Pigeonhole Principle is a very useful tool for
problem solving. To put it in the context of adaptive learning, an agent’s stimulus domain
is almost always significantly larger than its response range. A minepgan to this
may occur in the early stages of learning if an agent is dynamidaitatihg its domain.
Although the agent starts out with a domain size of zero, stimuli will quickly beladde
during training and in a short time the size of the domain is larger than the size of the

range.
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Assumption 02: When training is complete, the final cardinality (extent) of the
stimulus domain is greater than or equal to the cardinality of the
response range.

Given that there is a greater number of stimuli than responses, the Pigeonhole
Principle can be used to prove that at least one response must have more than one
corresponding stimuli. This proof gives further credence to the idea of trying isolut
that works for one problem to solve a new problem in a new context.

Assume that there is only one correct response for each stimulus. If apiagent
random choice from responses, then there i% probability of picking the correct
response. By selecting a responsgthat is known to work in another context, the agent
has a slightly higher probability of picking the correct response. Bedaaiseimber of
stimuli is greater than, the probability ofo being the correct responsepigt) > % On
the other hand, b is not an effective response for the new stimulant, very little has been

risked because a random choice was also very likely to be wrong.

2.4 Reinforcement Learning

Reinforcement learning is a machine learning paradigm that encompassesa
class of approaches. Generally, the learning agent is in contact with eoneresmt
through its perception of the environment and the actions it can perform in the
environment. The learning agent receives information about the current state of the
environment and then attempts to pick the most appropriate action. When the agent
performs an action, the state of the environment changes and the agent recgihzek fee
about the value of the action and the new state of the environment. The agent’'s main goal

is to maximize the return of its value function in the long term (Barto & Dieltt@004).
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2.4.1Environment

There are few requirements made on the environment in reinforcement learastg. M
importantly, the environment must respone@éehaction of the learning agent. The
environment does not need to be fixed. In fact, one of the strengths of reinforcement
learning is that learning agents can adapt over time to a changing environment

(Kaelbling, Littman, & Moore 1996).

2.4.2Agent’s Perception of the Environment

The learning agent must be able to perceive its environment in order to make an
intelligent decision. The environment, at any given time, is represented leyirgoum
functionl. It is generally assumed thagives a full representation of the environment,
but that is not a requirement. In most real-world problems, it is not possible to have
complete knowledge of the environment; however, reinforcement learning pradems
often constructed as Markov Decision Problems and therefore a complete view of the

environment is optimal (Sutton & Barto 1998).

2.4.3Reinforcement Signal

The goal of the learning agent is to optimize performance based on an unknown (from
the learning agent’s perspective) reinforcement signal, usually regeésensome scalar
valued function. This signal may be stochastic or deterministic and it mayecbhaag
time. Learning agents are also interested in optimizing the long-termofatue
reinforcement signal; it must learn to balance large immediate reagadisst larger
projected rewards in the future (Kaelbling, Littman, & Moore 1996, Bock 1993).

A learning agent’s goal may appear to be simple function optimization, but the
learningoccurs in the sense of long-term memory. Barto & Dietterich (2004) give the
example of trying to find good cell phone reception in an outdoor setting. A person trying
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to find good cell phone reception may wander around looking at the signal bars or asking
the person on the other end of conversation “Is this better? How about now?”

Once a good spot is found, the person with the cell phone is likely to make a note of
it, especially if it is on his regular travel route, and return there dirdatipext time he
needs to make a call. Likewise, a learning agent in a reinforcement teaystem may
struggle to find a state that optimizes the reinforcement signal for the probleome
subset of the problem; however, once that state has been found, the learning agent can

return there directly.

2.4.4Agent Actions

When the learning agent chooses an action, its action affects the state of the
environment. Because the goal of the learning agent is to maximize its longeteard
and because the reward function is based on the current state of the environment, it is
possible that any given action will affect more than the immediate reilénd.agent’s
action moves the environment into a more favorable position, this could affect the
rewards the agent receives for the rest of its learning cycle. Likeavsaticularly bad
move could negate the possibility of the learning agent ever optimizingvasde

function (Heckman 2004).

2.4.5Policy

The learning agent is attempting to find a poligyhat maximizes the reinforcement
signal. This policy can change over time to accommodate the feedback from the
reinforcement signal. There is no standard form that this policy takes in remfemc
learning. It can be a simple look-up table or a complicated algorithm for complé

next appropriate response (Barto & Dietterich 2004; Sutton & Barto 1998).
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2.4.6Unsupervised Learning

It should be noted that reinforcement learning is not the same as supervised)lear
(Barto & Dietterich 2004; Kaelbling, Littman, & Moore 1996). In supervisethiag,
agents are often presented with a series of correct input-output pairs dunimgiréhey
organize that information in some way, anda@hganizationis tested. In reinforcement
learning, feedback from the reinforcement signal is presemigte, during learning
instead of beforehand. Additionally, an agent in a reinforcement learning systematoe
receive corrective information about which responseadtuld havehosen in a previous

state. If it did, this could be considered a form of supervised learning.

2.4.7Model of the Environment

In some cases, agents in reinforcement learning systems may be provided mway
develop a model of the environment. This model mimics the behavior of the real
environment. The model may be provided to the learning agent, or the agent may develop
and improve the model over time. This model can be useful to the learning agent because
the agent can “imagine” what the outcome of a given response is likely to benddes
is not always a part of a learning agent, as the agent’s policy eventuakg ¢to dictate

the appropriate response to the input signal (Heckman 2004).

2.4.8Practical Uses of Reinforcement Learning

Reinforcement learning has been applied to real-world problems becausbla fle
learning system is a very attractive solution when the environment and themnaeyis
of the system are changing. Areas of practical research that haveinsedement
learning include robotics, computer games, industrial manufacturing, caeditisk
assessment, and predicting user’s internet browsing behavior (Barto &ridlef2004;
Kaelbling, Littman, & Moore 1996).
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2.5 Collective Learning Systems Theory

Collective Learning Systems Theory is a statistical learningdgarathat has much
in common with reinforcement learning. It was first developed by Bock in 1976 and has
been refined continuously over the years (Bock 1976; Bock 1985; &8@tk1990; Bock
1993; Bock & Riopka 2000, Bock & Heckman 2002). This section presents an overview
of a Collective Learning System and its major components. All definitimhgigations

are from (Bock 1993) unless otherwise noted.

2.5.1Introduction

In a Collective Learning Syster@S), one or more learning agents interact with
their environment, encountering different stimuli and producing responseshieom t
repertoire of possible actions. A learning agent receives periodic evatuatins
performance and uses these evaluations to compile statistics about tlnecetestof its
actions. The goal of a learning agent is to converge to the correct probabiligtimga
of stimuli to responses.

In a CLS, the learning agent is called a Collective Learning Autom@&tof ). A
CLA learns the appropriate response for each stimulus by selecting resgioresetom
until one emerges as statistically optimal, guided by feedback from aragrgl
environment. This process of learning through positive and negative feedback is known
as the algedonic cycle (Beer 1966). Learning agents try to maximize@asitcomes
and minimize negative ones.

The process of learning, in all arenas, must take place oweraind must
involve some set of rules and a means to evaluate performanceathéy
what the task, be it playing checkers or sustaining a succeskttibnship
with a spouse, the previous statement holds true. The rules mageahasr
time and expectations and evaluations may differ with experibatehey

are still there. For this reason, it is possible to framéealining tasks as
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games, where gameis defined as a set of rules governing a contest among
several players in a specified environment (Bock 1993).

For the purposes of conducting canonical experiments with a CLS, the associated
game is usually defined in this sense, as well as in the colloquial sense sTietteer
discussion of the game that is used for this research in Section 3.4, but this defiration of
game quoted above will serve for this discussion.

Some games require a great deal of knowledge about how one came to béaim a cer
state in order to make a good decision about what to do next. The number of states in the
past which a player is allowed to consider is calledbdekward context Likewise, the
number of potential moves into the future a player is allowed to search is called the
forward context.

Being able to predict the future is a very powerful tool. Heckman (2004) implainente
and explored the effect of forward context in CLS. Although forward context is ugeful
is not necessary for all learning tasks. Thus, in order to limit the scope of gacleso

games requiring forward context are used in the canonical experiments.

Defintion 04: CLAs will be implemented without forward context.

The CLA is embedded in an environment that sends a stream of stimuli to the CLA
and periodically issues evaluations of the CLA’s responses to these stimuli. jbine ma
feature of CLS that sets it apart from other reinforcement learning methtidg the
CLA’s performance is evaluated orggriodically, based on the assumption that periodic
evaluations from the environment are a more realistic model of the real world. For
example, in school, followers receive feedback about their performance @wtianes
during the semester when they receive grades for their assignmentsniplax

environment, it is usually impractical, and often counterproductive, for the environment
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Figure 1: A complete Collective Learning System (CLS). The learning agent, the CLA, engages in the algedonic cycle
to acquire knowledge about the environment, eventually eliciting correct responses to its stimuli.

to provide feedback fazach and evergction taken by the learning agent. Therefore,
evaluations are usualbpollective Figure 1 shows a CLS, including all the major
component parts.

The environment encompasses everything outside the CLA. The environment
provides a series of stimuli to the CLA. The CLA examines its memoryja Sta
Transition Matrix (STM), and chooses a reponse to each stimulus according to its
response-selection policy. The responses are returned to the environment. Depending
the game being played, the responses may or may not affect the next stinaduagepre
to the CLA. At some point, the environment provides an evaluation of the CLA’s
responses. The CLA receives the evaluation and interprets it according tpensation

policy. The compensation policy determines how the evaluation should be applied to the
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most recently chosen responses. Once an update has been calculated, it is applied to t
statistics held in the STM. With the updated statistics in the STM, the Cleady to

apply its new knowledge to the next series of stimuli presented to it by therenent.

2.5.2Environment
The environment represents everything outside of the CLA. The environment

provides stimuli to the CLA and evaluates the responses that come back from the CLA.

Defintion 05: Theenvironment of a game includes the necessary space, matter,

and energy to conduct the game.

The environment contains everything necessary for the CLA to learn. lagenhdre
stimuli, provides the evaluations, and enforces the rules of the game. If thesgam
interactive,.e., if a response from the CLA affects the next stimulus or the state of the
game, then the environment keeps track of the changes in the state of the garhe as wel

The environment is usually considered to be stationary, deterministic, and correct, but
this is not a requirement. Many students of CLS theory have experimented with
unreliable environments, because it is rare indeed that feedback in the reakworld i
consistent and correct. Consider the confusing explanations flustered, unprepared pare
may provide to children to such questions as “why is the sky blue?” or “where do babies
come from?” Nonetheless, for the research experiments that are conducted under
controlled conditions, the environment is deterministic and correct. Note that the
environment is not required to be stationary. Learning to recover from changes in t
environment (the game) is a very important skill and something that is considdresd in t

research.
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Depending on the game, the environment may or may not change its state based on
the responses from a CLA. For example, if the CLA is learning to play sslithen
clearly each response changes the state of the environment (or at legstebentation
of the solitaire game). On the other hand, if a CLA is classifying pixels image, then
the responses do not change the state of the environment. The image remains the same,
no matter what label the CLA assigns to a given pixel. In this case, the enuitonme
would keep track of the image and the pixel labels provided by the CLA.

There are no restrictions, in CLS, on the number of learning agents that may be
contained in an environment. There is also no prohibition against different CLAs working
in a competitive or cooperative manner; however, this research only focuses on
environments which contain a single CLA. In other words, this research does not

consider CLAs that interact with one another in any way.
Defintion 06: This research will not consider multi-agent systems.

2.5.3Stimulus

The stimuli are provided by the environment. They are usually encoded as a fector o
several features, but all that is truly necessary is that significaffeyedit stimuli be
distinguishable based on a unique identification code. In other words, the environment
may present some quantized view of the problem domain. The more unique stimuli a
CLA encounters, the longer learning will take; however, failure to provide araetgil

may also lead to a failure to learn anything useful.

2.5.4Evaluation
The environment is also responsible for periodically evaluating the respomses fr

the learning agent. The learning agent is evaluated based on some evaluatiom funct
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which generates an evaluatian,The evaluation is usually a numeric value, but there is
no reason to limit it to a number.

The evaluation function must be tuned for each game, but the purpose of the
evaluation is to provide an assessment of the learning agent’s performance thascont
as little bias as possible. The environment evaluates the learning ageiorsiprce
after a series of interactions between the learning agent and the envitonme

There are several terms that deal with the number of responses betweaatianal
They are contest, collection length, and history. A contest is an instantiatigawfea
one complete instance of a game played from beginning to endolléetion length c,
is the number of responses that the learning agent must make before it is é\nlubee
environment. Lastly, thikistory, 7., of astageis the collection of interactions that have
occurred since the last evaluation. The length of the history is the same al¢ettteon

length.

Defintion 07: A contest is an instantation of a game that is one complete
instance of a game played from beginning to end.

Defintion 08: A stageis the phase of a contest that leads to an evaluation.

Defintion 09: The collection length c, is the number of responses that the
learning agent makes before being evaluated by the environment.

Defintion 10: The history, 75, of a stage is the collection of interactions that

have occurred since te last evaluation.

2.5.5Collective Learning Automaton
The learning agent in a CLS is known as a Collection Learning Automaton (G£A)

internal structures include a compensation policy, an update policy, and memory, which
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contains the state transition matrix and generates responses to the environment.

Defintion 11: A Collective Learning Automata (CLA) is a learning agent

inside a Collective Learning System.

The CLA itself does not have any function aside from defining the boundaries of its
internal structures. The internal structures are so important that theigeussed

separately.

2.5.6Compensation Policy

The compensation policy interprets the evaluations provided by the environment and
generates a compensatignThe compensation policy determines how seriously the CLA
takes its evaluations. Thisngughly analogous to the limbic system, the system in the

mammalian brain that controls emotional responses.

Defintion 12: Thecompensation,y, is an interpretation of the environment’s

evaluation by the CLA.

Most reinforcement learning systems just translate the evaluationydirgotthe
reinforcement, but this is not the case in a CLS. Consider two people playing thess. |
one is a young adult who has never played before, she is unlikely to be upset about losing
her first game, nor is she likely to take her first win as a sign of masdtéhe game. On
the other hand, if her opponent is a chess master, he is not likely to take too sarigusly
wins against a novice, but would react very strongly to a deafeat by one. In theagme w
a CLA can also adjust the impact of evaluations based on some internal function.
Compensation policies can be very flexible and vary with a number of factors, such

as experience and collection length. That said, unless researchers dicafipeci
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interested in the effects of the compensation policy on learning (Heckman 2004), the
compensation policy is usually fixed on one that seems to maximize learning durin

operating point pilots.

Defintion 13: The compensation policy is fixed.

2.5.7Update

The compensation policy interprets the evaluation from the environment for the CLA.
The update function then takes the compensatipand translates it into a numeric value
that can be applied to the CLA’s memory. The result of the update function is the update,
v, which is the amount that the memory elements in the history are to be@hange

Although the update is usually uniformly distributed over all the elements in the
history, it can vary over the collection length. For example, the most recerns eveld
be considered to be more important and therefore receive more of the update. Once the
update has been applied to the weight matrix, the counts are incremented onde for eac
time a stimulus/response pair appeared in the history. Then the historyesl @adrthe

CLA is ready to handle another stimulus.

2.5.8State Transition Matrix (STM)
The memory of a CLA exists in the State Transition Matrix (STM). The &I
matrix which contains the knowledge about the correct mapping of inputs to outputs. The
weights accumulate in the weight matrix over time as learning prayddse STM can
consist of more than one matrix for the purposes of computing the necess#og shats
at a minimum there must exist one matrix, called the weight matrix. Théatweajrix is
the core knowledge matrix, containing numerical values which correspond to tiggtstre

between input/output pairs. Figure 2 shows a weight matrix for a hypothetical CLA.

37



Response Stimulus Domain, @
Range, &2
e, ¢1 ¢2 ¢3 e ¢i .- ¢m
w; Wi Wap Wz Wi Wi 1
W, Wiz Wy Wy, Wi W2
s Wiz Wiz Wis Wis Wi 3
wj w}J WZJ WSJ P WIJ sea me
wﬂ wl,n w2,n w3,n OO0Q wi,n DOQ wm,n

Figure 2: State Transition Matrix (STM) The STM contains the knowledge about all stimulus/response
pairs. The stimulus domain, ®, represents all the stimuli that have been encountered by the CLA. The
response range, Q, is usually given at instantiation

Defintion 14: The State Transition Matrix (STM) is the knowledge matix that

maps the input domain into the output range.

For the purposes of clarity, it is necessary to distinguish between the edemirat
STM, which are stored permanently, and the information being passed between the
environment and the CLA. The elements in the stimulus domain are stffedants (¢)
and the input elements from the environment are called stimuli. The elements in the
response range are callespondents(w) and the output elements from the CLA to the

environment are called responses.

Defintion 15: astimulant is a permanent element in the stimulus domain of the
STM.
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Defintion 16: astimulus is an input from the environment to the CLA.
Defintion 17: arespondentis a permanent element in the response range of an
STM.
Defintion 18: a responseis an output element passed from the CLA to the
environment.
Initially, all weights are set to a baseline number (usually zero or one). digktsv
are changed periodically according to the update policy as the responsesluated by

the environment. For certain probability measures, it is useful to also use a count ma

which keeps track of the number of times a given stimulus/response pair was used.

2.5.9Response Selection
As the weight matrix becomes populated, useful probabilities can be computed and
used as the basis for choosing the next response. In order to choose a respondent to a

given stimulant, the STM must be provided with a selection policy.

Defintion 19: A selection policy dictates how respondents are selected for a

given stimulant.

Just as with the evaluation, compensation, and update policies, the selection policy
may be fixed or varied over time and circumstance. There is no one uniform selection
policy for CLS. Although there is no hard rule about which selection policy to choose,
Bayes’ Rule is often chosen as a default because, given independent classes
(respondents), there exists no better classifier (Mitchell 1997). Howevaer pptiens to
consider are the maximum likelihood or a stochastic approach. In this researchumaxi
likelihood is the statistical basis of the clasifier.

It is not enough to simply choose the respondant with the largest probability. Some

statistical tests must be used to decide if the largest probabilityastisifinificantly
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larger than the others. This is generally done by using the standard diffeféwoe
proportions to calculate the confidence that the largest probabilty is diffeeenthe
other probabilities (theeject confidence and then to calculate the confidence that the

largest probability is different from the second largest probabilitytigheonfidencs.

Defintion 20: The reject confidence is the confidence that, for a given
stimulant, it is possible to reject the hypothesis that tierso
difference between the largest posterior probability and the
apriori probability.

Defintion 21: Thetie confidenceis the confidence that, for a given stimulant,
the hypothesis that there is no difference between the largest
posterior probability and the second largest posterior probability

can berejected.

If the reject and tie confidences are sufficiently high, then it is possible tmepttse
acceptance of the hypothesis that the largest posterior probability iscsigtiyf larger
the other probabilities and that the associated respondent should be chosen.
Thresholds must be set in the selection policy to decide at what confidence level t
stop exploring the response range and start exploiting the knowledge about a given
stimulant/respondent pair. If the rejection confidence is not above the set ttiy¢isbol
a random choice is made from all the possible respondents. If the reject canfglenc
high enough, but the tie confidence is not, then a random choice is made between the
primary and secondary posterior probabilities. If the reject and tie condislane above
their respective thresholds, then the respondent with the highest posterior psoisabilit

chosen.
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Recall that these confidences are all calculated using the standarendéfer two
proportions. The standard difference of two proportions assumes that the prob#dilities
a stimulant are normally distributed. This may or may not be the case, banit is

assumption must be made in order to calculate a confidence.

Assumption 03: the posterior probabilities of all stimulants are normally

distributed.

Once a respondent is chosen, a response is generated and passed to the environment.
If appropriate, the response may change the environment’s state. Once theneenir

receives a response from the CLA, it sends back either an evaluation or anothleissti

2.6 Applications of Collective Learning Systems

Collective Learning Systems are used to study different aspectsrohtgaehavior
(Armstrong & Bock 2005, Heckman 2004) in on-line learning situations. However, CLS
can also be used for presupervised learning, classification without the algedibaicfcy
learning. ALISA, a powerful tool for image and video processing that uses préasager
learning, was developed by Peter Bock (Bock 1998). In ALISA, the CLA is shown
several examples of correct or preclassified stimulus/response paisres is no need
for a weight matrix. If all the examples are correct, then only the courdsmée

recorded to calculate to necessary statistics.

Defintion 22: This research does not consider presupervised learning scenarios.

2.7 Maximum Likelihood
As has been discussed in earlier sections, most problems faced by a CLS da not mee

the criteria for Bayes' Rule to provide optimal results, which requireafitdasses
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(respondents) must be disjoint and exhaustive. The degree to which classes are not
disjoint may be partially inferred from column-vector distributions forféfagure vectors
(stimulants) in the stimulus domain. If a stimulant can significanthgéti more than one
respondent, then these respondents cannot be completely disjoint.

Most interesting classification problems specify classes that amglgaad
knowingly notdisjoint. Consider the examples of lists of classes presented in Table 1,
which are evemtuitively far from disjoint, because they share significant features in

common.

Table 1: Non-disjoint Classes. Rocks eventually become sand, words may belong to more than
one part of speech, and mental health disorders often share many of the same symptoms.

Problem Domain Possible Classes
pixels in images of outdoor {rock, sand, ice, water, clouds, sky, grass,
scenes deciduous trees, evergreens, dirt, flowers, snow,
rabbits,etc}

words with multiple meanings, | {noun, verb, adjectivegtc}
such as “drive, father, gold”

mental health disorders {depression, bipolar disorder, hypomania,
anorexia, anxiety, phobiastc}

Given the possible and frequent shortcomings of Bayesian selection, it seems prudent
to find another policy for response selection. Maximum Likelihood Estimation is a
method developed by R.A. Fischer in 1950 (Fischer 1950). Its main purpose was to
estimate the unknown parameters of a probability density function, PDF, tleatnwst
likely to have produced a given set of observed values. A concise definition of such

classifiers comes from the Canada Centre for Remote Sensing:
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Defintion 23: Maximum Likelihood Estimation (MLE) is “a statistical
decision rule that examines the probability function of a
[stimulus] for each of the classes [responses], and assigns the

[stimulus] to the class [response] with the highest probability.”

Maximum Likelihood classifiers are commonly used to analyze images of comm
scenes on our planet, often acquired from airborne or spaceborne platforms (Short 2006).
Bayesian classifiers perform very poorly in this context, as shown in thepkesalsted
in Table 1. Classes found in natural scenes are rarely disjoint, often hamyrigrge
intersections in feature space, which implies that Bayes’ rule will natrnpednywhere

near its optimal capability.
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2.8 Primary Research Objective

After investigating five major areas of related work: psychologleabties of child
development, mathematical and statistical approaches, applications of chilwpdexs
theories to machine learning paradigms, reinforcement learning, and @elleesirning

Systems, it is now possible to state a primary research objective.

The primary objective of this research is to develop and assess the efifeeness of a
new selection policy for a CLA and the effect that the new policy has on ti&A’s

learning and behavior, subject to the following constraints:

e The new selection policy must not require any feature analysis or compaais;

e Psychological theories of early learning provide a valid basis for developing a
new selection policy;

e The CLS uses invariant evaluation, compensation, and update functions;

e Performance is measured on a simple solitaire game and then extended to a
few representative applications;

e The CLA has a fixed response range (humber of classes).
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CHAPTER 3: SOLUTION METHOD

3.1Introduction to Solution Method

As stated at the end of the previous chapter, the objective of this researoh was t
develop and assess the effectiveness of a new selection policy for a CLA ariddhe ef
that the new policy has on the CLA’s learning and behavior, subject to the following

constraints:

e The new selection policy must not require any feature analysis or comparison;

e Psychological theories of early learning provide a valid basis for develapiey
selection policy;

e The CLS uses invariant evaluation, compensation, and update functions;

e Performance is measured on a simple solitaire game and then extended to a few
representative applications;

e The CLA has a fixed response range (number of classes).

This chapter presents the details of the solution that was hypothesized to #ukieve
objective, as well as the details of the design of the goals and expenreeessary to

accomplish in order to validate the research objective.
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3.2 Tactic-Based Learning

The mechanism is callébhctic-Based Learning (TBL). The main idea behind TBL
is to bias the CLA in favor of solutions which it has already discovered to be\edfdnt
order to do this, a CLA behaves exactly as it would without TBL until one stimulant-
respondent pair emerges as a statistically significant and effegliM®s. At that point,
the respondent becomes a tactic and all other stimulants select theetatitse,
becoming a follower of the tactic. Each follower stimulant measures tratiesfeess of
the tactic for itself and remains a follower of the tactic if it isafi®e or abandons the
tactic very quickly if it does not prove to be effective. In order to avoid becomirlgistuc
local maxima, when follower stimulants become somewhat confident, they abandon their
tactics. When a follower stimulant abandons its tactic, it becomes an independent
stimulant. An independent stimulant either becomes confident in a respondent, becoming
a supporter of a tactic, or it loses confidence and reverts to follower status.

This is only a brief overview of the mechanism, but the general idea is tb direc
stimulants toward respondents that are known to be effective for other stimulants. B
forcing stimulants to stay with effective tactics for some period of, tiheeCLA is
biased towards an effective solution, but by allowing for some explorationtfeeC LA

avoids becoming stuck in suboptimal solutions.

3.2.1Life Cycle of a Stimulant

A stimulant in a CLA that employs TBL assumes one of four roles at any given
moment:seeker follower, independent or supporter. The transitions between these
roles are regulated by two factors: the existence of tactics and ¢bg@ekonfidence of

the stimulant. Figure 3 shows the life cycle of a hypothetical stimulant.
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Figure 3: The Life Cycle of a Stimulant, ¢. (1) The stimulant, ¢, is encountered for the first time. In this example,
there are not yet any tactics available in the STM, so ¢is a seeker. (2) The first tactic appears in the STM and ¢
becomes a follower of it. (3) The first tactic is not effective, so ¢gabandons it and returns to being a seeker stimulant.
(4) A second tactic appears in the STM and ¢ becomes a follower of this new tactic. (5) The stimulant’s selection
confidence quickly reaches the independence threshold. ¢ becomes independent and explores its response range. (6)
¢ does not become confident in a respondent and¢'s selection confidence drops below the dependence threshold,
causing ¢ to become follower again of its most effective tactic. (7) @ recovers its selection confidence and becomes
an independent stimulant again. (8) ¢ has become confident enough to become a supporter of its own confident
respondent. If this respondent is not already a tactic, a new tactic is available to other stimulants in the STM. (9) ¢
loses confidence and withdraws its support from its confident respondent. If ¢ was the only stimulant supporting
that respondent as a tactic, the tactic is no longer available to other stimulants. (10) Once again, ¢ supports its
confident respondent. This time ¢ remains confident.
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Postulate 01: The selection confidenceof a stimulant is the minimum of its tie

and reject confidences (worst-case assumption).

When there are no tactics available, then all stimulants are seekers. Witsn tact
exist, but none have proven effective for a given stimulant, then that stimulantlsa se

stimulant and follows the Standard selection policy.

Defintion 24: A seeker stimulanthas no effective tactic and uses the Standard
selection policy.

Defintion 25: A tactic is a respondent that follower stimulants may select.

In the beginning of the learning process, all stimulants are seekers, so homnedoes t
first tactic arise? The first tactic comes into existence whemailsint meets the
following criteria: its selection confidence is above shpport threshold and it has only
oneprimary respondent. When a stimulant becomes confident enough to support a

tactic, it is called a supporter stimulant.

Defintion 26: The primary respondent for a stimulant is a respondent with the
largest weight.
Defintion 27: Thesecondary respondentor a stimulant is a respondent with the
second largest weight.
Defintion 28: A supporter stimulant is a stimulant whose primary respondent is
a tactic.
Defintion 29: The support threshold of a CLA specifies the minimum

selection confidence required of a stimulant to support a tactic.
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It is possible for a confident stimulant to lose confidence in its respondent. This
happens frequently when the statistics in the STM are changing rapidly theiagrly
stages of learning. When a confident stimulant’s selection confidence dropstbel
withdrawal threshold, the stimulant withdraws its support from the tactic respondent
and becomes an independent stimulant. A supporter stimulant may also withdraw its
support from a tactic even if its selection confidence has not dropped below the

withdrawal threshold if it acquires more than one primary respondent.

Defintion 30: The withdrawal threshold of a CLA specifies the minimum
selection confidence of a supporter stimulant required to maintain
support for a tactic. (By implication, the withdrawal threshold
cannot be higher than the support threshold.)

Defintion 31: A follower stimulant is a stimulant that uses a tactic to guide its

response selection.

At the moment the first tactic is supported in the STM, all stimulants eXxeefitt
supporter become followers of the tactic. A follower stimulant stays withrtedctic
as long as the tactic proves effective. If the tactic is not effedive follower stimulant,
the stimulant ceases to be a follower of the tactic and reverts to beiaiea semulant.

The effectiveness of a tactic, known agitgency, ¢, is the average compensation
that the stimulant has received while using a particular tactic. If thagyoté a
stimulant’s tactic drops below a specified threshold, then the tactic is deerfiedtive,

and the stimulant abandons the tactic.
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Postulate 02: A tactic’s potency, ¢, is the average compensation that a follower

stimulant has received while being a follower of the tactic.

If a tactic proves effective for a follower stimulant, the stimulantsstash its tactic
until the stimulant’s selection confidence is greater thamttependence thresholdand

becomes an independent stimulant.

Defintion 32: An independent stimulantis a stimulant that has an effective
tactic, but follows the Standard selection policy.

Defintion 33: Theindependence thresholdf a CLA is the minimum selection
confidence required for a follower stimulant become independent.
(By implication, the independence threshold cannot be higher

than the support threshold.)

An independent stimulant’s selection confidence may be higher than the support
threshold if the stimulant has more than one primary resporlstitnulant may have a
selection confidence higher than the independence threshold, but still be considered a
seeker stimulant if it does not yet have at least one effective tactimddmendence
threshold must always be less than or equal to the support threshold.

An independent stimulant uses the Standard selection policy and explores the full
response range. There is an important reason for this period of exploratiort:ta exis
tactic may provide a suboptimal solution. Certainly, a suboptimal solution is thetitea
completely incorrect one, but one of the criteria of the research objectinat thé

solution must avoid settling in local maxima.
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If an independent stimulant’s selection confidence drops belodeiiendence
threshold, then the independent stimulant returns to being a follower stimulant. The new
follower stimulant returns to using its effective local tactic unlesstéftéit no longer
exists. If its previous tactic no longer exists, the stimulant selects aangevftom the
global list. If no tactics are available in the STM, then the stimulant becasesker

stimulant.

Defintion 34: The dependence thresholdof a CLA is the minimum selection
confidence an independent stimulant must maintain to remain
independent. (By implication, the dependence threshold cannot be

higher than the independence threshold.)

3.2.2Life cycle of Tactics

As has been described in Section 2.5, a Collective Learning Automaton (CLA) is a
statistical learning device whose behavior is defined by a State Toandititrix (STM)
whose domain is populated bifmulants and whose range is populatedrbgpondents
The elements of the STM are the weights (probabilities) that map eachestimubne
or more of the respondents. These weights are acquired through interaction with a
supervisingenvironment that periodically issues evaluations of the CLA’s behavior,
which the CLA uses to update the weights in the STM.

In a TBL-CLA, all stimulants begin without being allied with any of the amxd
respondents; however, eventually the confidence that one of the respondents is a valid
response for an individual stimulant may exceedstigport threshold. Such a
respondent then becometaatic respondent or simplytactic. Once a tactic exists in

the STM, other stimulants may become followers of that tactic. Followertofia
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always select the tactic response instead of following the Standardosejeadicy (see
Section 3.3.6).

Everyfollower stimulankeeps track of thivcal potency Eachtactic also keeps
track of its overall effectiveness, global potency for all of its followers past and

present.

Postulate 03: Thelocal potency ¢, of a tactic is a measure of effectiveness of a
tactic for an individual follower stimulant and is calculated as

follows:

Equation 1
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Wheren, is the number of times that the tactic has been used and

Yi is compensation value received.

Postulate 04: The global potency ¢y, of a tactic is a measure of effectiveness of
a tactic for stimulants that have followed the tactic and is
calculated as follows:

Equation 2

n
_ Vi
0=
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Whereng is the number of times that the tactic has been used and

vi IS compensation value received.
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The local potency is used by a follower to decide if it should continue to follow a
specific tactic. If the local potency falls blow thmnimum local potency, the follower
abandons the tacti¢he global potency is used to rank tactics in the STM. When a
stimulant is choosing a tactic, it starts with the most globally potent taatievorks its
way down the list of tactics until the stimulant discovers a tactic that proveslocally

potent.

Postulate 05: The minimum local potency of a tactic is 1, the minimum non-

penalty.

A respondent remains a tactic until it no longer has any supporters. When all
supporters of a tactic withdratheir support, a tactiesignsand is removed from the
global list of tactics and any local tactic lists kept by stimulant$e that when a tactic
resigns, it might still have followers which must find other tactics ormetubeing

seekers.

Postulate 06: A tactic resigns when it no longer has any supporters. After a
tactic resigns, it is no longer available globally or locédly any

stimulants to follow.

Tactic resignation occurs most frequently during the early stages whigavhen
stimulant selection confidences are changing rapidly. By allowing$actiresign,
Tactic-Based Learning attempts to avoid biasing the CLA in unproductive digcti

Once a tactic has resigned, it mayé@statedoy any stimulant. There is no required
waiting time between resignation and reinstatement. When a tactic isireshsl

potency values are reset to the default initial values. Followers must réledocal
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potencies of a reinstated tactic and the reinstated tactic musts#sttshglobal potency
again.

The preceding discussion described the roles of stimulants and respondents in the
learning process. The role that a stimulant can be in at a given point in timateditxy
the presence, absence, or strength of the tactics that exist (or do noheRes(TLA. It
is necessary, however, to explain in more detail how tactics come into beiagppted
and rejected by individual stimulants, and the important differences betwearahagid
a local tactic. In order to accomplish this, a series of sequential fraenpeeaented
below. Each frame has a number and all explanations of the process from fresngeto f
are given in the text after each frame.

This sequence of frames starts when there are no tactics in the STM and degr®nstr
how tactics appears and disappear in the CLA. Since this illustration focuses wieghe r
that govern the process of the instantiation and resignation of tactics, no weights or

statistics are provided for individual stimulants.
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Frame 1
Frame 1 shows an STM before any tactics are present. Although the first stimulant, ¢, is the only
stimulant shown, the ellipses in the domain imply that much of the rest of the STM is in use, i.e.
there are already many stimulants. The absence of any tactics in the CLA implies that ¢, has not

yet crossed the support threshold.
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Frame 2 shows the CLA after ¢, has crosses the support threshold. Stimulant ¢, supports @, as a
tactic. When this happens, @, is placed on the global tactics list with a global potency of 1.00. In
this and subsequent frames, the global tactics consist of the tactic name and its current global
potency. The line that extends down from the global tactic points to the list of stimulants that
support the tactic, i.e. the supporters. As stimulants support or withdraw their support from tactics,
they are added or removed from a global tactic’s list of supporters.
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Later, other stimulants become followers. Stimulant ¢z is shown as a follower of ®;. When a
stimulant follows a tactic, the stimulant establishes its own list of local tactics.
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The local potency of a tactic reflects the average compensation that the stimulant has received
while being a follower of the tactic. In the case of g, its tactic has been effective and its local
potency is at 1.05, which is above the minimum potency threshold of 1.00. Every time a stimulant
uses a tactic, it updates its local potency and the global potency. Note that the global potency has
changed from 1.00 to 1.01. This means that there are other stimulants that are followers of w;. If
@300 Were the only stimulant following ;, the global potency would also be 1.05.
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As stimulant ¢s00 becomes more confident, it becomes independent and stops following its local
tactic, even though the local tactic is still potent. Stimulant ¢sq0 takes this opportunity to explore its
response range which helps avoid local maxima. When a stimulant is independent, it retains the
list of local tactics even though it is not currently following a tactic.
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Frame 6

After a period of independence, ¢sq9 becomes confident enough to support its own primary
respondent as a tactic. Note that ¢sq0 has come to support a different respondent than it
successful tactic. When a new tactic is supported, it is added to the list of global tactics in order of
global potency. All new tactics start with a potency of 1.00, the minimum potency. Because @’s
potency is less than that of w, it is placed second on the global tactics list. Note that even though
@300 IS NOW a supporter of a tactic, it retains its local tactics list.
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Frame 7 shows the CLA at a point in time farther along in the learning process. Another global
tactic has been added and other stimulants which are not pictured have also emerged as
supporters. Also all the global tactics’ potencies have changed slightly. Note that more than one
stimulant can support the same tactic. The global potency is not calculated based on the number
of supporting stimulants, but it is important to track supporters because a tactic must resign if it no
longer has any supporters.
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Later, three new stimulants appear in the STM. All stimulants are seekers when they first appear;
however, they immediately seek a tactic the very first time they are called upon to choose a
respondent.
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Frame 9
global tactics
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When the seekers are called upon to choose a respondent, they seek out a tactic. Since w; is the
most potent tactic on the global tactic list, all three become followers of it.

global tactics
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As time goes on, the new stimulants adjust their local potencies. In this example ¢ and ¢ have
tactics whose local potencies have dropped below the minimum potency threshold. On the other

hand, ¢ has a tactic that has become more potent.
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Both ¢ and ¢ now follow the next tactic from the global tactic list. All new local tactics start with a

potency of 1.00. This allows for a quick move away from an ineffective tactic.
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In this case, ¢ does not find its second tactic effective and so seeks another tactic the next time
it is called on to choose a respondent.
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global tactics
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The next time ¢ chooses a respondent, it checks the list of global tactics and finds the only

other tactic that it has not yet tried and becomes a follower of as. Note that ¢ retains its list of

previously used tactics.

global tactics
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In this example, wsis not an effective tactic for ¢.
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global tactics
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Since there are currently no more tactics available in the global tactic list, ¢« becomes a seeker

stimulant.

global tactics
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In the early stages of learning, it is sometimes the case that a supporter loses confidence and
withdraws its support from the respondent it had supported as a tactic. When this happens, the
supporter stimulant is removed from the global tactic’s list of supporters.
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global tactics
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When a global tactic no longer has any supporters, it resigns from the global tactic list.

global tactics
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Once a supporter stimulant has withdrawn it support, it returns to independent status. In this
example, when ¢ withdrew its support of «x, it caused w; to resign from the global tactic list.
When a tactic resigns, it can no longer be used as a tactic by any stimulants and must be

removed from all local tactic lists.
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global tactics
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Now that ws has been removed from the local tactic lists, stimulant ¢ must find another tactic. It
does not consider @, because that has already been proven an ineffective tactic.

global tactics
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Stimulant ¢ becomes a follower of ws.
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global tactics
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As learning progresses, it is quite possible for a stimulant to withdraw support from a tactic and
later regain confidence and support the same tactic again.

global tactics
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Note that in Frame 12 the stimulant ¢ found the tactic s ineffective. When ax resigned from the
global tactic list, it was also removed from any and all local tactic lists. Now that «; appears again
as a tactic, ¢ no longer has a record that it has tried it before. This policy attempts to balance the
fact that some tactics are unfairly eliminated from local tactic lists because they have been
evaluated in histories which contain other incorrect responses. This counteracts some of the
unfortunate side effects of longer collection lengths.
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global tactics
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Occasionally, stimulants may find that a previously ineffective tactic is actually quite effective.
This is because all local tactics start with a local potency of 1.00, the minimum potency. A new
follower may fall in a history that is negatively compensated. Early compensations have a
stronger effect on the local potency than later ones which can cause a follower to abandon its
tactic even though it might actually be effective.
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3.3The TBL Algorithm and Data Structures

This section presents the TBL algorithm and necessary data structurnggeiment it
in a CLA. The complete source code is provided in the Digital Appendix.

Tactic-Based Learning is implemented in a CLA, and so it is necessaryuddncl
some of the algorithms connected with CLS theory, although very little of Cb8/the
has been altered. It is easier to discuss the algorithm in terms of moduleptésent
the different parts of a CLS. In this sectiMpduleNamesre italicized. The flow of
control is outlined first then the algorithms are presented in pseudo-codetitmSec
3.3.3 through 3.3.11he algorithms and data structures are discussed in more detail.
Section 3.3.12 presents a brief description of the time complexity implicationd_of TB

All references in this section to the Standard CLS algorithms are frook (B293).

3.3.1Flow of Control

TheManagergathers parameters from the human user, loads the cbrutieT able
generates the appropriate random stimuli, generates the fixed test sestantkites the
CLA andSTMwith the appropriate parameters. Once everything is initialized, the
Managerpasses the stimuRResponsesand evaluations between tBavironmentand
the CLA. TheManagerhandles the training and testing of @leA and records all the
data that is used to calculate the preliminary results and conclusions.

TheEnvironmentonce initialized with &ruthTable is responsible for periodically
evaluating the responses generated byib& TheEnvironmendoes this using its
evaluation policy£. The evaluation policy may vary depending onTh&hTable

The CLATreceives random stimuli from tiManagerand sends the stimuli to the
STM TheSTMreturnsResponset® theCLA, which sends the responses back to the

Manager When theManagersends th€LA an evaluation, thELA interprets the
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evaluation using its compensation policy to generate a compensationwdloeCLA
then passes the compensation and the histdResgponset theSTM

The bulk of the TBL algorithm is implemented in t8€M however, th&sTMcan
handle both TBL and non-TBL learning paradigms. Shidlreceives stimuli from the
CLA and sends badResponsesTheSTMstores all thé&timulantsand maintains their
learning statistics and calculates their reject, tie, and selectionienoés. If th&TMis
using the TBL algorithm for selection respondents, it also stores the globallist.

Some of the modules function largely as data structures. These modules are
Stimulant, Response, TruthTaldedTactic These modules are mentioned in the

pseudo-code, but they are described in further detail in Sections 3.3.8 through 3.3.11.

3.3.2Pseudo-code

Mai n()
CGet User sl nput s( RETURN userlnputs {seed, matchLength, ...})
CGener at eRandonst i nul i ( SEND seed; RETURN stimuli)
FOR pre-selected states of the truthTable
InitializeTruthTabl e( SEND stimuli; RETURN truthTable)
I nst ant i at eCLA( SEND userlnputs; RETURN initializedCLA)
Tr ai nCLA( SEND initializedCLA, userlnputs, truthTable, stimuli;
RETURN trainedCLA)
Measur ePer f or mance( SEND trainedCLA; RETURN performanceMeasures)

END FOR
END Mai n

68



Tr ai nCLA( SEND initializedCLA, userinputs, truthTable, stimuli; RETURN trainedCLA)
FOR contestk=1 to matchLength
Enpt yHi st or y( RETURN history)
FOR 1to collectionLength

CGet Response( SEND stimulusg; RETURN responseg)

AppendHi st or y( SEND stimulusg, responsey, history)
END FOR
Cal cul at eEval uat i on( SEND history, RETURN evaluation)
Eval uat eCLA( SEND evaluation, history)
END FOR
END Trai nCLA

CGet Response ( RECI EVE stimulus; RETURN response)
| F stimulus is not already a stimulant inSTM  THEN
Creat eSti nul ant (SEND stimulus, RETURN newStimulant)
AddSt i mul ant ( SEND newStimulant)

extent= extent+ 1
| FTBL-CLA THEN

TBL( SEND newsStimulant; RETURNresponse)

RETURN response
ELSE [ Standard-CLA ]

Randon{ SEND newStimulant; RETURNany respondent)
Cr eat eResponse( SEND newStimulant, respondent; RETURN response)

RETURN response
END | F

ELSE [ stimulus is already a stimulantin STM ]
Get Sti mul ant ( SEND stimulus; RETURN stimulant)
Recal cul at ePost eri or Probabilities (SEND stimulant)

Recal cul at eConfi dences ( SEND stimulant)
| F Standard-CLA  THEN

| F stimulant’s rejectConfidence < rejectThreshold THEN
Randon{ SEND stimulant, RETURN any respondent)
Cr eat eResponse( SEND stimulant, respondent; RETURN response)
RETURN response
ELSE [ stimulant’s rejectConfidence > rejectThreshold]
| F stimulant’s tieConfidence < tieThreshold THEN
Randon{ SEND stimulant;
RETURN primaryRespondent OR secondaryRespondent)
Cr eat eResponse( SEND stimulant, respondent; RETURN response)
RETURN response
ELSE [ stimulant has a confident respondent |
Cr eat eResponse( SEND stimulant, primaryRespondent;
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RETURN response)
RETURN response
END | F
END | F
ELSE [ TBL-CLA]
| F stimulant is confident THEN
Cr eat eResponse( SEND stimulant, primaryRespondent;
RETURN response)
RETURN response
ELSE
| F stimulant is an independent stimulant THEN
| F stimulant’s rejectConfidence < rejectThreshold THEN
Randon{ SEND stimulant, RETURN any respondent)
Cr eat eResponse( SEND stimulant, respondent;
RETURN response)
RETURN response
ELSE [ stimulantistied ]
Randon{ SEND phi,

RETURN primaryRespondent OR secondaryRespondent)
Cr eat eResponse( SEND phi, respondent; RETURN response)
RETURN response
END | F
ELSE [ stimulant is seeker OR afollower ]
TBL( SEND stimulant, RETURN response)
RETURN response
END | F
END | F
END | F
END | F
END Get Response
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TBL( RECEI VE stimulant, RETURN response)

| F stimulant has no local tactics THEN
| F CLA has no global tactics THEN

Randon{ SEND stimulant; RETURNany respondent)
Cr eat eResponse( SEND stimulant, respondent; RETURN response)

RETURN response
ELSE [ CLA has global tactics ]

CGet Most Pot ent Tact i ¢( RETURN tactic)

AddLocal Tacti c( SEND tactic)

Reset Tact i c( SEND initialValues)

Cr eat eResponse( SEND stimulant, tacticRespondent; RETURN response)
RETURN response

END | F
ELSE [ stimulant has local tactics ]
| F stimulant has an effective local tactic THEN

Cr eat eResponse( SEND stimulant, tacticRespondent; RETURN response)
RETURN response

ELSE [ stimulant does not have an effective local tactic ]
| F there are no new global tactics THEN

Randon{ SEND stimulant; RETURNany respondent)
Cr eat eResponse( SEND stimulant, respondent; RETURN response)

RETURN response
ELSE [ there is a new global tactic ]

CGet Most Pot ent Tact i ¢( RETURN tactic)

AddLocal Tact i c( SEND tactic)

Reset Tact i c( SEND initialValues)

Cr eat eResponse( SEND stimulant, tacticRespondent;
RETURN response)

RETURN response
END | F
END | F
END | F
END TBL
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Recal cul at eConf i dences( RECEI VE stimulant)
Cal cul at eTi eConfi dence( SEND stimulant)
Cal cul at eRej ect Confi dence( SEND stimulant)
| F TBL-CLA THEN
Creat eTacti c( SEND stimulant's primaryRespondents, RETURN tempM)
| F selectionConfidence > supportThreshold
AND stimulant has only one primaryRespondent THEN
Set | ndependent St at us( SEND stimulant, FALSE)
Set Support er St at us( SEND stimulant, TRUE)
AddSupport er ( SEND stimulant, tempM)
| F tempM is not on the global tactic list THEN

Addd obal Tacti c( SEND tempM)
END | F
ELSE | F stimulant is a supporter AND
( selectionConfidence < withdrawalThreshold OR
stimulant has more than one primaryRespondent) THEN
Set Supporter St at us( SEND stimulant, FALSE)
| F selectionConfidence > independenceThreshold AND

stimulant has at least 1 useful tactic THEN
Set | ndependent St at us( SEND stimulant, TRUE)
ELSE
Set | ndependent St at us( SEND stimulant, FALSE)
END | F
RenoveSupport er (SEND stimulant, tempM)
| F tempM has no supporters THEN

Renoved obal Tacti c( SEND tempM)

Renovelocal Tacti c( SEND tempM, all stimulants in domain)
END | F

ELSE | F stimulantis a supporter AND stimulant's supported tactic != tempM THEN
RenoveSupport er (SEND stimulant, previousTactic)
AddSupport er (SEND stimulant, tempM)
| F previousTactic has no supporters THEN
Renoved obal Tacti c( SEND previousTactic)
Renovelocal Tacti c( SEND previousTactic, all stimulants in domain)

END | F
ELSE | F stimulant is not a supporter AND stimulant is not a independent AND
stimulant has at least 1 useful tactic AND

selectionConfidence > independenceThreshold THEN
Set | ndependent St at us( SEND stimulant, TRUE)
Set Supporter St at us( SEND stimulant, FALSE)
ELSE | F stimulant is independent AND
selectionConfidence < dependenceThreshold THEN
Set | ndependent St at us( SEND stimulant, FALSE)
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Set Supporter St at us( SEND stimulant, FALSE)
END | F
END | F
END Recal cul at eConfi dences

Conpensat eCLA( RECEI VE evaluation, history)
confidentCount = 0
followerCount = 0
FORevery responsein history
| F rejectConfidence >rejectThreshold THEN
confidentCount = confidentCount + 1
ELSE | F response was follower THEN
followerCount = followerCount + 1

END | F
END FOR

expectedEvaluation = ( confidentCount + followerCount)/collectionLength
| F evaluation=1 OR (evaluation >0 AND evaluation > expectedEvaluation) THEN
compensationConfident = 1 + 0.1( evaluation)
compensationOther = compensationConfident
ELSE | F evaluation >0 AND evaluation = expectedEvaluation THEN
| F averageSelectionConfidence < compensationThreshold THEN
compensationConfident = 1 + 0.1( evaluation)

compensationOther = compensationConfident
ELSE

compensationConfident = 0.999

compensationOther = 0.975
END | F

ELSE | F evaluation >0 AND evaluation < expectedEvaluation THEN
| F averageSelectionConfidence < compensationThreshold THEN
compensationConfident = 1 + 0.1( evaluation)

compensationOther = compensationConfident
ELSE

compensationConfident = 0.96

compensationOther = 0.98
END | F

ELSE [ evaluation = 0]
compensationConfident = 0.85

compensationOther = 0.90
END | F

Updat eSTM SEND compensationConfident, compensationOther, history)
END Conpensat eCLA
Updat eSTM (receive compensationConfident, compensationOther, history)
FOR every responsein history
CGet Respondent ( SEND response, RETURN respondent)
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respondentCount = respondentCount + 1
| F tieConfidence AND rejectConfidence are at maximumValue THEN
compensation =1
ELSE [ tieConfidence OR rejectConfidence < maximumValue]
| F tieConfidence >tieThreshold AND rejectConfidence >rejectThreshold THEN
compensation = compensationConfident
ELSE [ nextResponse not confident |
compensation = compensationOther

END | F
END | F
newWeightrespondent = OldWeightrespondent( compensation)
| F TBL-CLA AND newResponse used a tactic THEN

Updat eTact i cPot ency( SEND globalTactic, compensation)
Updat eTact i cPot ency( SEND localTactic, compensation)
END | F
END FOR
END Updat eSTM

Updat eTact i cPot ency( RECEI VE tactic, compensation)
potencycurrent = tacticPotency

potencytemporary = potencycurrent( success + fail) + compensation

| F compensation >minCompensation THEN
success = success + 1

ELSE
fail = fail +1

END | F

tacticPotency = potencycuyrrent = ( success + fail)
END Updat eTact i cPot ency

3.3.3Environment
TheEnvironmens main purpose is to evaluate tResponseproduced by th&TM
In order to provide an evaluation of tResponseghe Environmenimust be provided
with the correciruthTable A TruthTableis given to thé&environmenty theManagerat
the beginning of the game.
TheEnvironmentoes not have any significant data structures to discuss; however, it
does have the evaluation poliéy,Because this research deals only with categorical
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outputs, a&CLAis evaluated based on the number of correct responses. The evaluation of

a singleResponséas only two possible options: correct and incorrect.

Postulate 07: The evaluation policy for the game is the average evaluation for

the collection length,

Tcorrect
n

wherercorect IS the number of corre®esponseandn is the

total number oResponses

3.3.4CLA

The CLA module, like the&environmentdoes not have any significant data structures.
It received stimuli from th&lanagerand passes them to t8& Mwhere aResponsés
generated. ThELA takes thdResponsérom theSTMand passes it back to thanager
The main responsibility of th€LA is to interpret the evaluations that are handed down
from theEnvironmenthrough theManager The evaluations are interpreted using a
compensation policy which generates a compensation value,

Using Tactic-Based Learning allows tG&A to compensate stimulants differently.
The compensation policy postulated in pseudo-code in Section 3.3.4 calculates an
anticipated evaluation based on the number of confidence stimulants and the number of
follower stimulants. It should be noted that the compensation policy is applicadble, a
indeed is applied, to both Standard and TBL-CLAs. The purpose of generating a more
nuanced compensation policy is to help a TBL-CLA from settling into local naaxim
This would be very easy for a TBL-CLA to do because it is more likely to recave m
positive evaluations early on because of the stimulants that use tactics. &t long
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collection lengths, it is possible for some incorrect follower stimulants posi@vely
evaluated because they are in histories with many other correct stimiilastsituation
can also occur in a Standard-CLA, but in a TBL-CLA these incorrect stimulants a
following tactics, and they continue to select the same respondent. In a St@hdaal
non-confident stimulant that chooses an incorrect respondent is not likely to make the

same selection the next time because it is still selecting respomaada@n.

Defintion 35: A stimulant whose tie and reject confidences are greater than or
equal to the tie and reject thresholds, respectively, generates a

confident response

A generic compensation policy would simply scale the compensation with the
evaluation. This is a good policy for a Standard-CLA because it reward®argt
responses that were made over the course of the history; however, whensotaatst
are follower stimulants, problems can occur. In the early stages of lgamenTBL-

CLA performs very well and receives large amounts of positive compensation. This
positive compensation strengthens the local potency of the tactics being dskoimsr
stimulants. Some of the follower stimulants might be followers of tactatsatle actually
incorrect for them, but the stimulants receive some positive compensation ialgener
because many other stimulants are correct. As follower stimulants ofeactactics
become independent, they make mistakes and return to their incorrect tactitn@ver
the counts behind the incorrect response get very large, which makes it veojtdofi

the stimulant to choose another respondent when it becomes independent. Once that
happens, stimulants can become very confident in an incorrect response. By théestime

happens, most of the other stimulants have been associated with their correct respondent
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and the CLA never receives the maximum evaluation, but it is a good enough evaluation
to reinforce the incorrect respondents along with the correct ones, leadingttiie C
settle in a local maxima.

The compensation policy in this research scales with the evaluation until the CLA
becomes highly confident, on average. After that point, the compensation becomes much
harsher and this change encourages the CLA to make corrections and helps avoid local
maxima. The appropriate setting of the compensation threshold is determined by OP
Pilots for the different experiments and is not a factor of this research, dtimboigmal
observation suggests that its influence on learning behavior is a worthwhaectes

guestion.

Defintion 36: Thecompensation threshold «,, is a parameter in the
compensation policy. When a CLA’s average selection
confidence crosses this threshold, the compensation policy

becomes more stringent.
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Postulate 08: The compensation policy for the unordered game generates the

compensation value, is as follows:

IFE=10R (>0AND &> fanticipated) THEN
Yeonfident = 1 + 0.1€)

Yother = Yconfident

ELSE IF &> 0AND ¢& = &anticipated THEN
IF avgerageSelectionConfidensec, THEN

Yconfident = 1+ 0-1@

Yother = Yconfident

ELSE
Yconfident = 0.999
Yother = 0.975
END IF

ELSE IF ¢ > OAND ¢ < &anticipated THEN
IF avgerageSelectionConfidenses, THEN

Yeonfident = 1 + 0.1€)

Yother = Yconfident

ELSE

Yconfident = 0.96
Yother = 0.98
END IF
ELSE

Yeonfident = 0.85

Yother = 0.9
END IF

3.3.5ST™M

The STMreceives stimuli from th€LA and uses a selection policy to choose a
respondent from which it generateResponseTheSTMperiodically receives a
compensation valug, and a history oResponseBom theCLA. When theéSTMreceives

a compensation value, it uses its update policy to adjust the weights andstatitte
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Stimulantghat make up the actual state transition matrix.

If a CLAIs using the TBL selection policy, then tB&Malso handles the TBL
process by determining wherSéimulanthas elected or abandonedacticand when a
Stimulantis ready to become independent. This is where most of the procedures involved
in the TBL algorithm are located.

The STMalsohas two data structures that are important to the algorithm: a list of all

the stimulants and the list of global tactics.

Li st stinmul ant Domai n
ThestimulantDomain Is a list containingstimulants ThestimulantDomain
is dynamically allocated so that tB& Mcan be scaled in size easily, but this is not a

requirement of CLS theory.

Li st gl obal Tactics

The globalTactics list contains the global tacticStimulantan search of a new

Tacticlook toglobalTactics to ascertain if any tactics are available.

The procedure€et Response, TBL, Recal cul at eCondi f ences, and
Updat eSTMall fall under the auspices of t88 Mmodule. Section 3.3.4 discusses how
the STMselects a respondent to use iResponseaising either the Standard selection
policy or the TBL selection policy. Section 3.3.7 discusses how@iiincorporates a

compensation value by using its update policy.

3.3.6Discussion of the selection policy algorithms
One of theSTMs jobs is to apply a selection policy tésmulantand choose a
respondent that becomes part &tesponselo generate a response for a stimulus, the

STMfirst checks that the correspondi@gmulantexists in theSTM If it does not exist, a
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new Stimulantis created and added to the stimulus domain. I8tdis using TBL and
there are global tactics available, then the B¢éwulantis assigned its first tactic and it
selects that tactic respondent. If @iEMis using the Standard selection policy, a random
respondent is selected.

If the STMis using theStandard selection policyand the stimulus corresponds to a
known Stimulant policy dictates that if the primary respondent is significeetif the
tie and reject confidences are above their respective thresholds), the paspaydent
is chosen and returned to tGeA. If the primary respondent and the secondary
respondent are tied€. if the reject confidence is greater than the reject threshold, but the
tie confidence is not above the tie threshold), thers#dchooses randomly between
the primary and secondary respondents. If there is no clear cheiceither the reject
nor tie confidence is above its threshold), thenSh®randomly chooses a respondent
from among all the possible respondents.

If the STMis using TBL and the stimulus corresponds to a knStmulang then the
STMattempts to apply the TBL selection policy. If thegmulanthas no local tactics, then
the STMchecks the list of global tactics. If there are no global tactics, tieeirivi

follows the Standard selection polid{global tacticglo exist, then th&TMselects the

global tactic with the highest global potency, makes a copy of it, adds the nevwaact
the Stimulant’slocal tactic list, and uses the tactic’s respondent to creRés@onséo
return to theCLA

If the Stimulantexists in thesSTMand has local tactics, i8I Msearches for an
effective local tactic. If an effective local tactic is availalbie, 3TMuses the local tactic
respondent to createRespons#o return to th€CLA. If there is no effective local tactic,

then theSTMsearches for a tactic in the global list that has not been tried by thetcurre
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Stimulant If a new global tactic is available, it is added to$tienulant’slist of local
tactics and th&TMuses the new tactic respondent to cre&®esponden return to the
CLA If there is no effective local tactic and no new global tactic, theSTihafollows

the Standard selection policy

When aCLA uses the TBL selection policy, the status of tactic respondents can
change every time the confidence is recalculated. The confidence odedetalculated
every timeGet Response is called. Instead of calculating the confidences for all
stimulants after every call tdodat eSTM individual Stimulantshave their confidences
recalculated one at a time as they are needed. This saves a greatgealivbn time as
the stimulus domain gets larger.

The details of calculating the confidences are not presentast iResponse
because the calculations are the same whether or NGt thases TBL; however, if the
CLAIis using TBL, the status of&timulant(i.e. follower, independenttc) must be
reconsidered every time the confidences are recalculated.

A Stimulantmay support a neWacticto the global list off acticsif the Stimulantis
the first to become confident in a respondent which is not present on the global tactic lis
The Stimulantbecomes th&actic’sfirst supporter. Once Bactichas been added to the
global list, it is available to all seek8timulantsthat is,Stimulantswithout an effective
tactic.

As the weights and statistics change in$fi@/] a Stimulantmay lose confidence in
its respondent. When that happens,Stimulantwithdraws its support from thEactic
and theStimulantreturns to being either an independ8timulantor a seekeBtimulant

(this happens if th&timulantdoes not have a previously effective lo€attic).
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As Stimulantswithdraw their support from &actig it is possible that @&acticcould
be left with no supporters at all. If this happens,Tthetic must resign. When Bactic
resigns, it removes itself from the global tactic list and all locé#ictésts it was on, even
if it was an effectivd acticfor a certain followeftimulant If a Stimulant becomes
confident in a formef acticrespondent, the respondent may be supported again as a
Tactic

When a followelStimulant’sselection confidence rises above the independence
threshold, it becomes an independstimulant.Even though th&timulanthas an
effectiveTactic it reverts to the Standard selection policy and explores the response
range.

IndependenStimulantsare highly volatile. Some may become confident in a
respondent and go on to suppofitagtic Other independer@timulantdose enough
confidence that they cross the dependence threshold and are converted back to follower
Stimulants When aStimulantbecomes a follower again, it purges its local tactic list. By
doing this, it is free to consider all the availab&eticsagain. This is useful because a
more effectivelacticmay have been added to the globatticlist during the period that
the Stimulantwas independent. This is an opportunity for the follower to rediscover an

effectiveTactic

3.3.7Discussion ofJpdat eSTM

When theSTMreceives a compensation value and the history fror€@ltiAeit must
apply the update function to the compensation in order to calculate the new weight of the
respondents in the history. The update policy to be used in this research is given below
This update policy is designed to keep the weights ii5Tdin a reasonable balance.

This update function also distinguishes betweerStiraulantghat were very confident
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in their responses and those that were not. A full description of the compensation policy
is given in Section 3.3.4, but briefly, confid&timulantsshould receive smaller positive
updates and larger negative updates Btanulantghat are still learning and not yet

confident in a respondent.

Postulate 09: Theupdate policy for both games is

IF (¢is confident) THEN
W e w

ELSIF (¢'s tie confidence >= tie threshold AND
#'s reject confidence >= reject threshold)
W Wconfident

ELSE
W < Wihormal

END IF

3.3.8Tactic

TheTactic’smain purpose is to provide a data structure for the global and local
tactics. ATacticcontains the number of the respondent that it represents, its potency
(global or local), and a list of supporters, if it is a globattic A follower Stimulant
does not need to know which otf&rmulantshappen to be supporters of Ttactig it is
only interested in the local potency of fhactic Aside from the data structure, thactic
module contains one important piece of the algorithm: the policy for updatiagtia’s
global or local potency. In this section, the data structure is presented first migethe
potency update policy is discussed in more detail.
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I D
A Tactichas a unique and comparable identification that is usually the same as the

number of the respondent that thecticrepresents.

i nt eger response

response is the index of the respondent to whiEactic corresponds.

doubl e potency
This is the current value of ti@ctic’s potency. If theTacticis stored in the global tactic
list, then this number is the global potency of the tactic. ITdénticis stored locally with

a Stimulant then this number is the local potency of Tlaetic

Li st supporters
Only global Tactics use this list. It contains the identificationStwhulantsghat support

a givenTactic If theTacticis local, then this list remains empty.

I nt eger success
This is the number of times tA&ctichas been used byStimulantand received positive

compensation. It is used in calculating the potency of #otic

i nteger fail
This is the number of times tA&ctichas been used by&imulantand received negative

compensation. It is used in calculating the potency of #utic

Updat eTact i cPot ency( RECElI VE conpensati on)
This procedure is responsible for updatingThaetic’'s potency. The algorithm is the
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same whether th€acticis global or local. To updateTactic’s potency, the
compensation is first averaged with the current potency. If the compensatived
while using this tactic was greater than or equal to the minimum positive caatipans
value (set as a parameter), the use of the tactic is considered a suceessnibér of
successes or failures is then updated accordingly.

By averaging the current compensation with the potency, greater inflisegiven to
the compensation theacticreceived earlier in learning. This process is important
because earlier in learning, m@emulantsare followers and are therefore behaving in a
more stable way. If negative compensation is received early in learningeryiskely
that thisTacticis not effective for its current follower. If the compensation receivdg ear
in learning is positive, it is very likely that thiscticis, in fact, effective for its current
follower.

Later on in learning, morgtimulantsbecome independent. If the collection length is
longer than one, then the erratic behavior of indepertentulantsmay negatively
affect the compensation received by a follo®gmulant By weighting the first few
experiences a followeStimulanthas with alracticmore heavily, the quicker&timulant
abandons an ineffectivieacticand the more “trust” it develops in an effectivactic
This trust can help followers stay withTacticthrough the times when the follower’s
performance is being evaluated in the same collection as another inde#indatsnt

3.3.9Stimulant

Although the STM is usually visualized as a matrix, it is more practicah &o
programming standpoint, to keep each column oSthElwith its associate8timulant
The Stimulantmodule provides important data structures that are discussed in this

section.
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| D

A unique and comparable identifier.

i nteger intentSize

intentSize is the size of theffectiveintent. In some cases, certain respondents in the
intent are not legal for a givestimulant Consider a game like chess. In general, the
gueen is free to move in all directions; however, the queen may not take the place of
another piece on the queen’s team, nor may the queen move off of the board. To

compensate for this, ea@timulantkeeps track of its own effective intent.

Li st pProb

pProb is a list of all the respondents currently sharing the highest posterior prgbabilit

It is necessary to have a list and not just a single respondent’s ID becaysesgible,
especially early on in learning, more than one respondent may have the same posterior

probability.

Li st sProb

sProb is a list of all the respondents currently sharing the second highest posterior
probability. It is necessary to have a list and not just a single respondebgsabDse
many times, especially early on in learning, more than one respondent malgehaame

posterior probability.

i nt eger reject
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reject is the confidence that the following null hypothesis can be rejected
Ho: the value of the primary posterior probability is significantly

different from theapriori probability.

i nteger tie

tie is the confidence that the following null hypothesis can be rejected
Ho: the value of the primary posterior probability is
significantly different from the value of the secondary posterior

probability.

i nt eger sel ection
The selection confidence, which is not a true statistical confidence, is theumrofrthe
reject and tie confidences. This value is used as a shorthand measure of the @afidenc

Stimulanthas in its knowledge.

doubl e[][] colum

This double array holds the weights, counts, and statistics for a$fivenlantin the

STM When using Maximum Likelihood to calculate the posterior probabilities, three
arrays are necessary. The first array holds the weights for egandent that have
accrued over the learning process. The second array holds the count of the number of
times the stimulant has chosen a given respondent. The third array holds the posterior

probabilities.

Li st tactics

tactics is a list of theT acticsthis Stimulanthas considered.
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Bool ean i ndependent
independent takes the value TRUE if this is an independgtithulantand takes the
value FALSE otherwise. This variable always takes the value FALSE #timeilantis

in a Standard-CLA.

Bool ean supporter
supporter takes the value TRUE if thiStimulantis confident and supportsTactic
This variable takes the value FALSE if tlEmulantdoes not support a tactic. This

variable always takes the value FALSE if 8tanulantis in Standard-CLA.

Bool ean useful Tactic

usefulTactic takes the value TRUE if thStimulanthas a potent local tactic and
takes the value FALSE if it does not. This variable retains the value TRUE everihehe
Stimulantbecomes independent. This variable takes the value FALSEStithalantis

in a Standard-CLA.

3.3.10Response
A Response@rovides the data structure that is passed t&tlve@onmentrom the
CLAthrough theManagerand stored in the history. This section describes the data

structure in more detail.

Stimulant!| D

The unique and comparable ID for themulantin the stimulus-response pair.

i nt eger respondent

The identification number of the respondent chosen btk
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Bool ean usedTactic
usedTactic takes that value TRUE if tH&timulantwas a follower and FALSE

otherwise. The variablesedTactic has the value FALSE in a Standard-CLA.

Tactic t
The localTacticused in this interaction. If nbacticwas used, thein takes the value

null

i nteger tie

tie is the tie confidence for this interaction.

i nt eger reject

reject is the reject confidence for this interaction.

i nt eger sel ecti onConfidence

selectionConfidence is the selection confidence for this interaction.

Bool ean i ndependent

independent takes that value TRUE if tHgtimulantwas an independeB8timulant

and FALSE otherwise. The variablelependent has the value FALSE in a Standard-
CLA.

Bool ean i sSupporter
isSupporter  takes that value TRUE if tHa&timulantsupports &acticand FALSE if
the Stimulantdoes not. The variablsSupporter  has the value FALSE in a Standard-

CLA.
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Bool ean TBL
TBL takes that value TRUE if tHeLA is using the TBL selection policy and FALSE if
the CLAis using the Standard selection policy.

3.3.11TruthTable

TheTruthTablemodule holds information about the domain and range sizes of the
differentTruthTablestheir names, and the correct responses for each state of a given

TruthTable

String names|]

names is an array of the names of the TruthTables.

integer intentExtentState[][]

intentExtentState Is an array of arrays of integers describing the dimensions of
theTruthTables The inner arrays are integer triplets that give the size of the intent, the
size of the extent, and the number of states in €adhTable For the purposes of this

researchTruthTableshave the same intent and extent sizes for all states.

i nteger aTruthTable[]][]

aTruthTable is a sampldruthTable An array of integer arrays, eathuthTable

contains an inner array for each state. Each position in an inner array repgesents
Stimulantand the value at that position in the array represents the correct respondent for
thatStimulant For exampleaTruthTable[3][] may hold the arra§2,3,4,5,6 }.

This means that for the third stateadfruthTable the correct stimulus-response pairs

are (1, 2); (2, 3); (3, 4); (4, 5); and (5, 6).
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To generat@ruthTableghat are not square, meaning that the extent is larger than the
intent, cycling through the state array creates stimulus-respons¢haaiase not
explicitly stated in the state array. This can be done bireageror theEnvironment
For example, i TruthTable[3][] actually had an extent of size 10 instead of 5,
then the remaining stimulus-response pairs would be (6,2); (7,3); (8,4); (9,5); and (10, 6).

3.3.12Time Complexity of the TBL Algorithm

Almost all of the additional operations that take place when using TBL ocdwe at t
local level of a Stimulant. In the worst case scenario, a Seeker Stimudaniukant that
is in need of a tactic, would have to search through the entire list of global tadjide
discover that there are no new tactics available. The global list afstectimited by the
size of the intent\l), and the intent is guaranteed to be significantly less than the size of
the extentl{). Therefore the TBL algorithm does not incre@gdl), the time complexity
based on the number of stimulants in the STM.

The only operation introduced by TBL that does require “touching” each stimulant is
the resignation of a global tactic. When a global tactic resigns, it mustoged from
any and all local tactic lists. This means that every Stimulant mustitezlvis insure
that the resigning tactic is removed. Assuming that the STM has been impleémeéhte
some data structure witb(N) =logN search time, the removal of a global tactic requires
O(N) = NlogN time.

Postulate 10: The time complexity of the removal of a global tactic has
Equation 3

O(N) = NlogN
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Postulate 11: The average time complexity increase for using TBL is
Equation 4

0 (N)TBL = (0' N] 0 (N)standard

3.4The TruthTable Game
A game, called the TruthTable game, is used for the experiments in thi€hesea
This section describes the game and introduces the variations that were used in the

research.

3.4.10verview of the game
The TruthTable game is a solitaire classification task. The TruthTaldpiesented
by ann by m array where there areinputs andn outputs. For each input there must be
at least one correct output, but there may be more than one correct output. The game has

several states. Each state is a different organization of the correcbutput-pairs.

Defintion 37: A stateof the TruthTable game is one of its arrangements of

input-output pairs.

As long as all inputs have the same number of correct outputs, the configuration of
the correct outputs does not matter to a Standard-CLA. Each configuratiuivialent
because a Standard-CLA treats each input as an independent entity witliowsie[a
to any other input. For a Standard-CLA, the game only gets harder as the mfimber
inputs increases. It is important to note that neither the order of the inputs nor thaf order
the outputs is significant. All four game states in Figure 4 are equivale@temdard-

CLA; however, the states in Figure 5 are not equivalent.
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Figure 4: Sample Game States Each grid represents a single game state. In each grid, the inputs are the columns

and the outputs are the rows. Each green cell represents the correct output for that input column. The object of
the game is to find the correct output for every input.

(b)

Figure 5: Non-equivalent Game States These three game states are different from the perspective of a Standard-CLA.
State (b) has more outputs than (a); therefore, it takes a CLA longer to learn the correct output for each input for
state (b). State (c) has more inputs than state (a), so while a CLA does not need more time to learn than it needs in
state (a), there are twice as many inputs to be learned.

While the configuration of the outputs does not significantly affect the learning
behavior of a Standard-CLA, a TBL-CLA is designed specifically to takardadyge of
the fact the some inputs might share the same output. Some configurations are more
advantageous to a TBL-CLA than others. This advantage is call@¢hie-Based
Learning Advantage, TBL ,, of a game state. The more inputs share the same output and

the lower the number of outputs used, the higher the, TBL
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Postulate 12: The Tactic-Based Learning advantaggTBL ,) of a given game

state is computed as follows:

Equation 5
n

TBL, = Z ci(c;— 1)
i=1
wheren = the size of the range (the number of classesyianthe
number of inputs assigned to a given output

The TBL,, of a game state is simply a way to rank game states to determine the
potential utility of using a TBL-CLA. It is expected that as the TBkes, a reasonably
configured TBL-CLA would outperform a Standard-CLA to a greater degjgeee 6

shows some sample game states and their, TBL
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(2) TBL, = 2(2-1) + 2(c-1) + O(C-1) + 2(:-1) + O(-1) = €

(b) TBLg = 3(3-1) + 3(3-1) + 7(7-1) + 3(3-1) + 4(4-1) = 72

(d) TBL, = 20(20-1)= 380

Figure 6: TBL, for sample states (a) and (c) are equivalent states for a Standard-CLA as are states (b) and (d),
however, all four states have different TBL,. The TBL, increases as the number of inputs increases and as the correct
outputs become less disperse.
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3.4.2Rules of the game

The object of the TruthTable game is to identify the correct output for each input. The
TruthTable game is played as follows. The environment presents the CLA sdtlea
of random inputs. The CLA chooses outputs and presents them to the environment. The
environment periodically evaluates the CLA by scoring a group of outputs (the current
history). The game stops when the CLA has reached an appropriate lewefidént

accuracyor the CLA runs out of time.

Postulate 13: Theconfident accuracyof a CLA is the average selection
confidence for a given test point multiplied by the average
score for the test point expressed as a percentage.

Postulate 14: Thescoring function of the TruthTable game is the fraction of

correct outputs in the current history.

3.4.3Basic game play

For this research, the game is played in two phases. The first phasedishealle
initial phase. During the initial phase, a CLA learns to play on a small subsection of the
eventual game state. The initial phase contains 6 inputs and 6 outputs. Once the CLA has
reached a high level on confident accuracy on the initial phase (> 99.9%), the state i
extendedout along the domain (inputs) to its full size. The extended phase of the game is
called thesecondary phasand contains the 6 by 6 section of the initial phase and adds
294 new inputs for a 6 by 300 full sized state. In this research, the extension iscachieve
by repeating the pattern of correct input-output pairs several timeshantibtnain is 300

inputs long. This process is shown in Figure 7.
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Initial Phase

Secondary Phase

295 296 297| 298| 299| 300

Figure 7: Sample Initial and Secondary Phases In the initial phase, a CLA trains with a small subsection of the game
state. After achieving a confident accuracy > 99.9%, the secondary phase of the game begins and the remainder of
the inputs are introduced. Note that the section of the game state used in the initial phase remains as part of game
state. For this research, all game states are created by simply repeating the initial section of the state until there are
300 inputs in the state.

3.4.4Justification of phased game play

Some may question the validity of phased game play because it would seem to give
an additional advantage to the TBL-CLA. Allowing the Standard-CLA to train on & smal
section of the game state first gives it the opportunity to learn thatrsectickly
because each input are seen more often, but that initial advantage is small once the
secondary phase is entered. On the other hand, the TBL-CLA has not only mastered the

inputs in the initial phase, it has identified all of the tactics it needs to succted i
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game. When the TBL-CLA starts the secondary phase, it only need identify the
appropriate tactic for a given input and it has won the game.

Why not simply do away with the initial phase and start a CLA on the secondary
phase? QD pilots have shown that doing so lessens the impact of tactic-based.learni
By the time tactics have been identified, there are usually few stiralddintvith a
selection confidence low enough to take advantage of a tactic for long. Thd phase
structure of the game can be justified from a social perspective and biological
perspective. There are many examples in nature of adults shieldingoiineg fyom the
full range of experiences they will eventually have to face. Many&apace born
without the capacity to provide themselves with food even after a weaning period.
Parents spend a great deal of time and energy to provide food for their young and to
protect their young from threats they cannot handle yet.

From a biological perspective, human beings rely most heavily on vision to navigate
and explore the world. In human infants, however, the vision system is not fully
developed at birth. Infants’ eyes do not develop the full range of photoreceptors on the
retina until they are about 6 months old and it takes about 2 years for infants te tze abl
perform all visual tasks at the level of an adult. Clearly, many of these de\esitspane
delayed because there is little to stimulate vision in the womb, but this ales as a
protective measure, allowing the neonate to manage the violent transitiortk @f bir
gentle stages by slowly adding more visual stimulation. There is also evitiahce
neonates that are overstimulated can become overwhelmed which causes them to
withdraw from their environments. If this happens repeatedly, these childoesuéisr

developmental delays and difficulties (Berk 2003).

98



By structuring the game play into stages, there is an acknowledged agvieiag
given to the TBL-CLA; however, this advantage has strong parallels in both bailogi

and social strategies for supporting young learners.

3.4.5Game states used

All the canonical experiments in the research use a 6 by 6 subsection of the game
state in the initial phase and then add 49 repetitions of the subsection for a tetal gam
state of 6 by 300. As was pointed out in Section 3.4.1, any arrangement of the tasget cell
is equivalent to any other arrangement from a Standard-CLA’s perspduii the
arrangement does affect how much advantage there is to be gained from using TBL.
Different arrangements are used to explore the effect that the numbesibigtectics
available to a CLA has on its learning behavior. In order to minimize anyhertra
advantage that might be given to a TBL-CLA by a fortunate arrangemthd target
cells, only the arrangements with the lowest possible,fdid an equal number of target
cells per target response were chosgore 8 shows all possible game states for a 6 by 6

substate. The game states showrigire 9 are used as factors of the research.

Defintion 38: A target cellis a cell in a TruthTable, which signifies a correct
input-output pair.

Defintion 39: A target responses an output in a TruthTable that is associated
with at least one target cell.

Defintion 40: A substateis a small section of a state; it usually has all of the

target responses in it.
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1 target output

11213141516

initial TBL, = 30
secondary TBL. = 89,700

2 target outputs

11213141516

initial TBL, = 25
secondary TBL. = 64,700

initial TBL, =14
secondary TBL = 49,700

initial TBL, =12
secondary TBL. = 44,700

3 target outputs

11213141516

initial TBL, =12
secondary TBL. = 44,700

initial TBL, =8
secondary TBL. = 34,700

initial TBL, =6
secondary TBL. = 29,700
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4 target outputs

initial TBL, =6 initial TBL, =4
secondary TBL. = 29,700 | secondary TBL = 24,700

5 target outputs

initial TBL, =2
secondary TBL = 19,700

6 target outputs

initial TBL, =0
secondary TBL = 14,700

Figure 8: All Possible Initial States All arrangements that have only one target output per input are equivalent to a
Standard-CLA, but the arrangement does make a difference to a TBL-CLA. All possible arrangements of the initial
state are given along with the TBL,, for both the initial and the secondary phases.
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1 target output

initial TBL , = 30

secondary TB|, = 89,700

2 target outputs

initial TBL , =12

secondary TB}, = 44,700

3 target outputs

initial TBL ,= 6

secondary TB}, = 29,700

6 target outputs

initial TBL,,=0

secondary TB}, = 14,700

Figure 9: Initial States Used as Factors The initial states were chosen as the subset of all possible initial states to be
used as factors. These states all have an equal number of inputs assigned to each target output and they each have

the lowest possible TBL,, for the number of target outputs.
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The details of the game that have been presented in this section represent the mos
basic version of the game. The game must be altered slightly to meet goalkargjes
made to the basic rules of the game are explained thoroughly in Sections 4.1.4 and 4.1.5,

which describe those experiments.

3.5Goals

The goal structure in this section indicates how the application of the solution method
achieves the research objective. The primary goal of the research iasiorenthe
performance of a CLA using TBL. In order to achieve this primary goal, mdigosls
must first be achieved. These subgoals include conducting operating point pilotth& set
values of fixed parameters and conditions and to select appropriate rangeseandnter
for the factors (Goal 1), conducting formal, canonical experiments to mehsure t
performance of a TBL-CLA in general (Goal 2), and the performance of aCllBLin
detail over a few representative cases (Goal 3). The factors and perfermeinics for
the formal experiments are defined in this section with their relatecagdadostulated in

Section 3.6 (Performance Metrics).

Primary Goal: Measure a TBL-CLA’s performance. The primary goal of the research
is to measure the performance of a TBL-CLA.
G1: To specify all fixed parameters and conditionsThere are many parameters and
conditions that are not factors in the research. These parameters and conditions ar
fixed at reasonable levels and settings. These values are found throughlinforma

searches of the factor space.
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Factors: collection lengthg

reject threshold,
tie thresholdKy

minimum level of tactic potency,

G2: To measure the general canonical behavior of a TBL-CLAThere is a need to
demonstrate the general patterns of behavior in canonical situations. Results
presented exclusively as footprints.

G2.1: To measure TBL behavior when thé&nvironment is stable and there is
only one correct response for each stimulus.
Factors: collection lengthg

TBL thresholds: suppox,
withdrawalk,
independence
dependence,

TruthTable game state
Performance Metrics: Payoff,P
n-tile advantage
Expense
G2.1.1: Determine appropriate factor rangegOP Pilot)
Factors: TBL thresholds: suppox,

withdrawalk
independence
dependence,

Performance Metrics: Payoff,P
n-tile advantage

Expense
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G2.1.2: Determine appropriate settings for fixed conditions and parameters
(OP Pilot)
Factors: compensation threshold,
Performance Metrics: Payoff,P
n-tile advantage
Expense
G2.2: To measure TBL behavior when th&nvironment is stable and there are 2
correct responses for every stimulus.
Factors: collection lengthe
TBL thresholds: suppor,

withdrawalk
independence
dependence,

TruthTable game state
Performance Metrics: Payoff,P
n-tile advantage
Expense
G2.2.1: Determine appropriate factor rangegOP Pilot)
Factors: TBL thresholds: suppor,

withdrawalk,
independence
dependence,

Performance Metrics: Payoff,P
n-tile advantage

Expense
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G2.3: To measure TBL behavior when th&nvironment is not stable and there is
only one correct response for each stimulus.
Factors: collection lengthe
TBL thresholds: suppox,

withdrawalk
independence
dependence,

TruthTable game state
Performance Metrics: Payoff,P
n-tile advantage
Expense
G2.3.1: Determine appropriate factor rangegOP Pilot)
Factors: TBL thresholds: suppor,

withdrawalk
independence
dependence,

Performance Metrics: Payoff,P
n-tile advantage
Expense

G2.3.2: Determine appropriate settings for fixed conditions and parameters
(OP Pilot)

Factors: compensation threshold,

Performance Metrics: Payoff,P
n-tile advantage
Expense

G3: To explore specifieTBL treatments of interest more deeply

106



G3.1: To explore specific cases of the results from G2Hurther exploration into
specific cases of the canonical experiments (stationary game, poaseger
stimulus).

Factors: case (average, strong TBL performance, poor TBL performance, any others

that stand out for some reason)
Performance Metrics: learning curves
TBL roles
random responses
G3.1.1: Determine treatments to select
Factors: TBL thresholds: suppor,
withdrawalk,
independence
dependence,
Performance Metrics: Payoff,P
n-tile advantage
Expense
G3.2: To explore specific cases of the results from G2.2.
Factors: case (average, strong TBL performance, poor TBL performance, any others
that stand out for some reason)
Performance Metrics: learning curves
TBL roles
random responses
G3.2.1: Determine treatments to select
Factors: TBL thresholds: suppox,
withdrawalk

independence

dependence,
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Performance Metrics: Payoff,P
n-tile advantage
Expense
G3.3: To explore specific cases of the results from G2Rurther exploration into
specific cases of the canonical experiments (task-switching game, one
response per stimulus).
Factors: case (average, strong TBL performance, poor TBL performance, any others
that stand out for some reason)
Performance Metrics: learning curves
TBL roles
random responses
G3.3.1: Determine treatments to select
Factors: TBL thresholds: suppor,

withdrawalk
independence
dependence,

Performance Metrics: Payoff,P
n-tile advantage

Expense

3.6 Performance Metrics

This section discusses the performance metrics used in this researchieTRaydf,
n-tile advantage, Expense, changing TBL roles, learning curves, and the number of
random selections made during a test period. The first three metrics e useasure
overall performance across a wide range of factors and their values to prowitieasig
statistical conclusions under a rigorous Monte Carlo test protocol. The last gtrezsm
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are applied to single treatments only to illustrate some examples ofl getismusual
behavior. These two goals and their associated experiments, results, and conatasions
referred to as the formal and informal goals.

In all the experiments, the performance of the TBL-CLA is compared with the
performance of a Standard-CLA, both of which are implemented under the same
parameters and conditions (game state, collection length, etc.). Becawysef ian
metrics may need to compare the performance of two players that finisekls ta
different times, a few important terms must be defined before the postulatechzerte
metrics can be understood. To assist in this process, Figure 10 represents two
hypothetical learning curves of the two types of CLA during a singlanesdt

Because the summary performance is computed by comparing the individual
performances of the two CLAs, which can complete the game at differe&d, iins
important to record the results at the two different termination points. The firs
termination point is the contest at which either CLA first satisfies the siggpiterion.

The second termination is the contest number at which the other CLA eventudilgssatis
the stopping criteria. Recall that the stopping criterion is satisfied whear eite of the

CLAs reaches a confident accuracy > 99.9%, or the match has reached 100,000 contests

Defintion 41: Thefirst termination , t;, is the contest at which the first CLA
satisfies the stopping criterion.
Defintion 42: Thesecond termination t,, is the contest at which the second

CLA reaches the stopping criterion.
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Recall that the TruthTable game is played in at least two phases. In thephméisal, a
CLA trains on a small subsection of the eventual problem. The performancesmetri
never include the initial phase, but are only computed for the secondary or tanasey

as appropriate.

Figure 10: Learning curves for a single treatment The blue and red lines represent the Monte Carlo average score of
the TBL-CLA and the Standard-CLA, respectively. The vertical error bars represent the 95% confidence interval. The
first dotted line which extends down to about 75,000 contests marks the first termination. The second dotted line,
extending down to about 91,000 contests, marks the second termination. A CLA trains until it achieves a confident
accuracy >99.9% or until it reaches 100,000 contests. For the CLA that finishes first, the last performance measures
are to compute the remaining metrics for the CLA that finished second.
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3.6.1Payoff
At each test point, it is possible to measure the difference between the cicie
two CLAs. Because these differences are Monte Carlo averages of 30 issthinee
same CLA started with different seeds for the random number generatoedsd
possible to compute the confidence thatHgehat there is no difference between the two
scores can be rejected. The benefit at each test point is calculated aditiento

difference between the two scores.

Postulate 15: thebenefit, b, at a given test point is computed as follows:

Equation 6 bi = FJBHO (StBL - Sstandard

wheresrg. andssiandarg@re the scores of the TBL and Standard-CLAS,
respectively, andtH is the confidence with which the null hypothedighat

there is no difference between the two scores can be rejected.

ThePayoff, P, is the average of the benefits over all the test points to first
termination. Using Payoff as a metric allows one treatment to be equitabpaced with

another treatment.

Postulate 16: the Payoff, P, of a treatment is:

Equation 7

_Shab

ng

P

1
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3.6.2n-tile advantage

Payoff is a summary metric that assigns a single value to the entiis¢eprocess.
Because it is an average of the benefit, it can necessarily hide some imasptts of
the learning curve. For example, if a TBL-CLA and the Standard-CLA are neve
statically different in the learning curves, the Payoff is zerg.dtso possible that the
TBL-CLA has a positive benefit for about half of the test points and has a negative
benefit of equal magnitude for the other half of the test points. In that ca&a)ibie
would also be close to 0.0.

Then-tile advantage is used to capture the learning curve in a way thateasilyl
visualized. The confidence that the two scores are diffexgrtt,,, is measured at 10%
of the first termination period, 20%, 30%, and so on. If the first termination period is
20,000 contests, then the confidence is measured at the following contests: 2,000; 4,000;
6,000; 8,000; 10,000; 12,000; 14,000; 16,000; 18,000; and 20,000. A confidence of 95%
means that the TBL-CLA’s score is greater than the Standard-Ctérs svith
confidence of 95%. A confidence of -95% means that the TBL-CLA'’s score ith&ss
the Standard-CLA'’s score with a confidence of 95%. Becausetileeadvantage only

reports a confidence, there is no indication of the size of the difference.

Postulate 17: Then-tile advantageof a treatment at a given contest is the two-

tailed rejection confidence &f.

3.6.3Expense

TheExpenseis the number of contests between the TBL-CLA'’s termination and
Standard-CLA’s termination. This is a way of measuring how much effoat/edigis-a-
visthe Standard-CLA. The Expense is also presented in the footprint format tdallow

comparison between treatments.
112



Postulate 18: The Expenseis the difference between the number of contests the
TBL-CLA needs to terminate and the number of contests the

Standard-CLA needs to terminate.

With Expense, a negative number means that it took the TBL-CLA fewer cawtests

reach the termination conditions that the Standard-CLA required.

3.6.4Footprints

Payoff,n-tile advantage, and Expense are all aggregate metrics that can be used t
equitably compare different treatments. In order to see the interadiaihe ffactors on
the learning behavior, the aggregate metrics are preserftaatpnints. A footprint is a
table in which performance measures are shown by changes in color.

A sample footprint is presented in Figure 11. Each cell in the footprint reprdsents t
sample measure for an individual treatment. For all experiments, onlisriEeuh the
final phase of the game are presented, so the initial phase of learning, whermrdb.As t
on a subsection of the problem, is not included.

All footprints are presented in the same format. The metric name is the hetider of
footprint. The columns are divided by collection length and then subdivided by the
number of target responses in the game state. The TBL factors, the threshols, are t
variables in the rows. The order of the thresholds is always, from left to higtsypport
threshold k), the withdrawal thresholdg), the independence thresholg))( and the
dependence thresholgj.

The scale that governs the coloring of the cells is not symmetraatédzero.
Payoff,n-tile advantage, and Expense can all be positive or negative. In the footprints,

pure white is always reserved for zero, but in order to highlight the importaatresy
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the distribution of the hues is not always proportional. It is important to note that the
color scales are adjusted for each experiment, so care must be taken dimgn rea

footprints.
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Figure 11: Sample Footprint the influence of the TBL factors (Kx), collection length, and number of target
responses is visualized by color shading. Note that the shading is not symmetrical around zero, nor are the
positive or negative scales distributed linearly.
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3.6.5Learning curves

A learning curve is a graph which describes the scores of the CLA aksagoint.
The learning curve graph is useful for examining the behavior of the CLAs during a
single treatment. The learning curves are only used for examining the oésulimgle
treatment in greater detail. Each point on the lines of the graph represents a Miante Ca
average of 30 CLAs with different seeds for the necessary pseudo-random number
generators. The error bars are the 95% confidence interval for the avétiagee 12

shows a sample learning curve.

20 30 40 50 60
thousands of contests

Figure 12: Sample Learning Curve the learning curve shows the Monte Carlo averages if the scores at each test point.
The error bars represent the 95% confidence interval.

While the learning curve is not truly a metric in itself, it is a very ugehllfor
visualizing learning behavior. The error bars are 95% confidence intenaisgnt is

easy to see when the scores are significantly different.
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When one CLA reaches the termination condition before another, its final score is
extended out until the second CLA reaches the termination conditions. This extension is

visualized in a lighter color of the original line.

3.6.6TBL roles

In order to assess and understand the behavior of a TBL-CLA, it is necessary to
understand the impact of the different roles that a stimulant can be in at amyigiee
These roles supporter, independent, follower, and seekéetermine how the stimulant
selects its respondent. The TBL role graph displays the role of each stilmiudach test
point during learning for a single treatment. This graph can only be used to show the
results from one treatment.

The roles are presented in a stacked bar graph. Figure 13 contains a simplifoed vers
of the role graph. Each column always contains the same total number of sting0ants
stimulants in the canonical experiments. Each column represents the stiratagtgen
test point. The distribution of stimulants in different roles is shown by the sizéooéd
section corresponding to a role.

Figure 14 is a sample TBL role graph as it is presented in the results. tiorati
the distribution of the roles, the TBL role graph also includes a line which regésent
score, or learning curve, of the CLA. Observation of the relationship betweemtbetc
the TBL-CLA and the changing distribution of the roles is the basis for conclusions

the influence of the roles on the learning behavior.

117



seeker 200
M independent 10
follower 75
M supporter 15

Figure 13: Simplified Stacked Bar Graph of TBL Roles each column represents all the stimulants in the STM at a given
test point. The different colors in each column represent the distribution of roles that the stimulants are in at the test
point. The number of stimulants is always the same, but the roles change. The data table shows to actual distribution
of stimulants into the different roles. As time goes on, the number of seeker stimulants goes down with the number

of supporters goes up.
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Figure 14: Sample TBL Role Graph the CLA uses the greatest number of follower stimulants early in learning. There is
a dip in the score as the number of independent stimulants rises, causing an increase in the number of random
choices being made. The increase in the number of supporter stimulants is consistent with the increase in the score.
Throughout learning, a small number of follower and independent stimulants remain are extant. By the time the CLA
has met the termination conditions, all of the stimulants are supporters.

3.6.7Random responses

One of the objectives of this research is to develop a solution which reduces the
reliance on pseudo-random number generators. The number of random responses made
during a treatment by the CLAs is a way to assure that this is the case. A random
response is a response which required a tie to be broken. These responses would include
those in which a CLA did not have a confident respondent or when it was breaking the tie
between a primary and secondary response. Follower stimulants do not make random
responses because they are choosing the response indicated by a tactemdaral-St
CLA, these followers would be following the Standard selection policy andisglec

their responses at random. A sample graph is presented in Figure 15.
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Figure 15: Sample Graph of the Random Responses.
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CHAPTER 4: EXPERIMENTS

4.1 Experiment Design
This section describes the design of the experiments that are necesshigvte the
research objective. These include informal operating point pilots (OP pilots)laswe

the formal experiments.

4.1.10P Pilots for fixed conditions and parameters
It was necessary to fix several conditions and parameters in order to linubgeed the
research. Informal operating point pilots were conducted to establish tkexd@diues,
which are presented rable 2 below. These OP pilots were necessary to accomplish Goal

1, described in Section 3.5.
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Table 2: Parameters and Conditions for the TruthTable OP Pilots

Category Selected Fixed Values

TruthTable Game conditions

initial phase: intent (size)

initial phase: extent (size)

secondary phase: intent (size)

secondary phase: extent (size) 300
game states {1, 2, 3, 6} with lowest TBL,,
(see Section 3.4 for details)

maximum number of contests per phase 100,000

Standard CLA parameters

collection length, ¢ {1, 2, 4, 6,12}

reject threshold, « 95%
tie threshold, x 98%
TBL-CLA parameters
minimum local potency 1
Experiment conditions
number of CLAs per treatment 30
number of contests between test points 500

All of the TruthTable game conditions are described in Section 3.4.5. The Standard
CLA parameters are discussed in Section 3.3.4. The TBL-CLA parameter, minimum
local potency, is described in Section 3.3.6.

The experiment conditions deserve a little more explanation. Each treatmenbis
30 independent CLAs which have each been given different seeds for their required

pseudo-random number generators. Each CLA is presented with 500 contests between
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test points. A contest consists of a single stimulus. If a CLA reaches 500tsamtbg
middle of the collection length, it completes the collection length and rectsves i
evaluation before it begins testing. The periods between test points are knowmras tra
periods. During test points, learning is “turned off” by withholding evaluation. The CL
is presented with the same test set each time. The test set is made uprgfgach i
repeated 30 times. For example, if the CLA is in the initial phase, it is préseithea
total of 180 test contests. If the CLA is beyond the initial phase, it is presente@000
test contests. The CLA does not receive any evaluation on the test set alththugh al
data from the test set in recorded. Data is recorded during test points

The data collected during the experiments is presentEalile 3. All data collection
is done during the test periods. Additionally, all the settings for the factorsllesswhe
fixed parameters and conditions are recorded once, as part of the headertm filee da
In the table below, experimental data from Standard-CLAs include theaforst

categories, while experimental data from TBL-CLAs include all thedegories.
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Table 3: Data collected during experiments at each test point

Category Data Items

TruthTable game parameters
Contest number of each test point

Standard CLA results

Score, s

Selection confidence

Number of respondents selected at random

TBL-CLA results

Number of global tactics

Number of supporter stimulants
Number of independent stimulants
Number of follower stimulants
Number of seeker stimulants

4.1.20rganization of Experiments

In order to accomplish the remaining goals, three canonical experimemseated.
The remaining goals are about measuring the performance of a TBL-CLAdIifideent
environmental conditions: a stationary game with a single target per inpatipaaty
game with two targets per input, and a task-switching game with a sirggée per input.
The results from these three experiments can be used for the goals thatideal
generalized behavior and the goals that deal with the behavior of speddic fac
combinations.

The following factors are influenced by the TruthTable game conditions andeust
specified and fixed through informal operating point pilot experiments, known as OP
pilot experiments, under each set of conditions: the TBL thresholds and the compensation

threshold.
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4.1.3Stationary Game, One Target Cell per Input
This section describes the informal OP Pilots necessary to determine thereber

TBL and compensation thresholds as well as the canonical experiment.

4.1.3.10P Pilot 1: TBL thresholds, Stationary Game, One Target Cell per
Input

Informal observation shows that the TBL thresholds dramatically impact theitseha
of a TBL-CLA; however, the behavior of the TBL-CLA is also affected by the
environmental conditions of the TruthTable game. It was observed through informal
pilots that one set of TBL threshold factors was not sufficient to provoke a suifficie
wide range of behavior across all game conditions.

In order to determine the appropriate factor range, the following OP pitot wa
conducted to accomplish Goal 2.1.1 (see Section 3.5). The collection lkgngés, fixed
at 12; the compensation threshotg,was fixed at 60; and the state of the TruthTable
game was set to statei@(there were six target responses in the game; for more detalil
see Section 3.4.5). TBL-CLAs were then trained with the TBL thresholds lidted ine
a Monte Carlo trial (30 iterations). The performance measures weutated using the

Monte Carlo trial results of a Standard-CLA under the same game conditions.
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Table 4: OP Pilot Experiment Design for TBL thresholds

number of

TBL threshold 4-tuples treatments
OP Pilot | <(x; &, K, k5)> selected from the following set of values, 4550
factors subject to the specified constraints:

{50.00, 51.00, 55.00, 60.00, 65.00, 70.00, 75.00, 80.00, 85.00,

90.00, 95.00, 98.00, 99.99}
Results | <(x xy & xy)> Selected from the following set of values, 266

subject to the specified constraints:

{50.00, 55.00, 70.00, 80.00, 95.00, 99.99}

Note that the number of treatments is not simply the set of all possible 4-hatles t

could be constructed from the factor values for the TBL thresholds. The TBL thresholds

are subject to the following constraints:

e The withdrawal threshold must be less than or equal to the support threshold.

Ky < Ks

e The independence threshold must be less than or equal to the support threshold.

K< Ks

e The dependence threshold must be less than or equal to the independence

threshold.

K4< K

4.1.3.20P Pilot 2: Compensation Thresholdk,, Stationary Game, One
Target Cell per Input

Once the TBL threshold factor range was fixed, the following OP pilot was codducte

to accomplish Goal 2.1.2 (see Section 3.5). One highly successful factors combination,
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one neutral combination, and one unsuccessful combination were selected. Each TBL
threshold factor combination was applied to a TBL-CLA. Each TBL-CLA then cdesple
Monte Carlo trials with different values fay. The OP pilot factors and the results are

shown in Table 5.

Table 5: OP Pilot Experiment Design for x,

OP Pilot factor values for «, fixed value for «,

{50, 55, 60, 65, 70, 75, 80, 85, 90, 95, 98, 99} 50

4.1.3.3Experiment 1: Canonical, Stationary Game, One Target Cell per
Input

After determining the appropriate factor values for the TBL threshold and the
compensation threshold, the following experiment is conducted to accomplish Goal 2.1,
described in Section 3.5. The TruthTable game environment is stationary throughout the
learning process, that is, the arrangement of target cells never cheamgjésere is only
one target cell per input. Below Table 6 is an experiment block design with all of the
factors. Both Standard and TBL-CLAs are used. The results from the ftaPida are

used as a baseline for computing the performance measures.
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Table 6: Design of Experiment 1 (stationary game, 1 target cell per input)

Factor Name Values Treatments I
TruthTable game state | {1, 2, 3, 6} 4
Collection length, c {1,2,4,6, 12} 5
TBL thresholds, «* <(ks, kw ki, ka)> Selected from the following set | 266
of values, subject to the specified constraints:
<50.00, 55.00, 70.00, 80.00, 95.00, 99.99>
Experiment resource requirements I
Total treatments | 5340*
Estimated time per treatment | 2 CPU
minutes
Estimated total CPU time required | 7.5 CPU days
Total CPUs available | 4
Estimated time required | 2 days

* total number of treatments calculated as follows:

Standard-CLA treatments = 4(5)
TBL-CLA treatments = 4(5)(266)

Total = Standard-CLA treatments + TBL-CLA treatments = 5340
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4.1.3.40P Pilot 3: Select factor combinations for close inspection, Stationary
Game, One Target Cell per Input

Experiment 1, described in Section, generates sufficient data to accomdisB. G
described in Section 3.5. In this experiment, the behavior of a few specific TBE-GL
examined more closely.

Before Goal 3.1 can be accomplished, treatments must be selected for closer
examination (Goal 3.1.1). An informal OP pilot was conducted in which the results of
Experiment 1 were analyzed to determine which treatments presented a@je @ase,

strong case, and a weak case. The following TBL-threshold combinations are @shsider
e Strong (70.00, 70.00, 70.00, 70.00)
e Average (99.99, 95.00, 50.00, 50.00)
e Weak (95.00, 95.00, 95.00, 50.00)

4.1.3.5Experiment 2: Close inspection, Stationary Game, One Target Cell
per Input

Experiment 2 accomplishes Goal 3.1, described in Section 3.5. The calculation of the
individual performance measures is completed with the use of a spreadsheet, but the
process of inspecting the results and drawing conclusions about each case requires
significant time and attention from a perstable 7 below presents the block design for

Experiment 2.
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Table 7: Design for Experiment 2 (close inspection, 1 target cell per input)

Name Factor values Treatments
Target responses {1,2,3,6} 4
Collection length, c {1,2,4,6,12}
TBL threshold 4-tuples (70.00, 70.00, 70.00, 70.00) 3
<(Ks, Ko K, Ka)> (99.99, 95.00, 50.00, 50.00)
(95.00, 95.00, 95.00, 50.00)

Experiment resource requirements I

Total treatments | 80*

Estimated time per treatment | 10 person-minutes

Estimated total time required | 14 hours

* total number of treatments calculated as follows:
Standard-CLA treatments = 4(5)

TBL-CLA treatments = 4(5)(3)

Total = Standard-CLA treatments + TBL-CLA treatments = 80

4.1.4Stationary Game, Two Target Cells per Input
This section describes the informal OP Pilots necessary to determine thereber

TBL and compensation thresholds as well as the canonical experiment.

4.1.4.10P Pilot 4: TBL thresholds, Stationary Game, Two Target Cells per
Input

In order to determine the appropriate factor range, the following OP pitot wa
conducted in order to accomplish Goal 2.2.1 (see Section 3.5). The collectiondength,
was fixed at 12; the compensation thresheldwas fixed at 60; and the TruthTable
game was set to statei@(there were six target responses in the game, for more detail
see Section 3.4.5). TBL-CLAs were then trained with the TBL thresholds lidted ine

a Monte Carlo trial. The performance measures were calculated witle Ii@¢antl trial
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results of a Standard-CLA under the same game conditions.

Table 8: OP Pilot Experiment Design for TBL thresholds

number of

TBL threshold 4-tuples treatments
OP Pilot <(xs, kw K, k4)> Selected from the following set of values, 750
factors subject to the specified constraints:

<50.00, 60.00, 70.00, 80.00, 90.00, 95.00, 98.00, 99.99>
Results <(xs, kw K, kg)> selected from the following set of values, 66

subject to the specified constraints:

<50.00, 70.00, 90.00, 95.00, 99.99>

Note that the number of treatments is not simply the set of all possible 4-tuples tha
could be constructed from the factor values for the TBL thresholds. The TBL tlidgshol

are subject to the following constraints:

e The withdrawal threshold must be less than or equal to the support threshold.

Ky < Ks

e The independence threshold must be less than or equal to the support threshold.

K< Ks

e The dependence threshold must be less than or equal to the independence
threshold.

K< K

4.1.4.20P Pilot 5: Compensation Thresholdk,, Stationary Game, Two
Target Cells per Input

Once the TBL threshold factor range was fixed, the following OP pilot was codducte
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to accomplish Goal 2.1.2 (see Section 3.5). One highly successful factor combination,
one neutral combination, and one unsuccessful combination were selected. Each TBL
threshold factor combination was applied to a TBL-CLA. Each TBL-CLA then
completed Monte Carlo trials with different values farThe OP pilot factors and the

results are shown in Table 9.

Table 9: OP Pilot Experiment Design for x,

OP pilot factor values for «, fixed value for x;,

{50, 55, 60, 65, 70, 75, 80, 85, 90, 95, 98, 99} 50

4.1.4.3Experiment 3: Canonical, Stationary Game, Two Target Cells per
Input

After determining the appropriate factor values for the TBL threshold and the
compensation threshold, the following experiment is conducted. The TruthTable game
environment is stationary throughout the learning process; that is, the anearige
target cells never changes, and there is only one target cell per input. BeldveilTa
is an experiment block design with all of the factors. Both Standard and TBk-&e
used. The results from the Standard-CLA are used as a baseline for confpting t

performance measures.
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Table 10: Design for Experiment 3 (canonical, stable game, 2 target cells per input)

Name Factor values Treatments

Target responses {1,2,3,6} 4

Collection length,c | {1,2,4,6,12}

TBL thresholds, «* | <(xs, &y, &, ka)> Selected from the following set of | 66

values, subject to the specified constraints:
<50.00, 70.00, 90.00, 95.00, 99.99>

Experiment resource requirements

Total treatments | 1340*

Estimated time per treatment | 2 CPU minutes

Estimated total CPU time required | 1.9 CPU days

Total CPUs available | 4

Estimated total time required | 1 day

* total number of treatments calculated as follows:
Standard-CLA treatments = 4(5)

TBL-CLA treatments = 4(5)(66)

Total = Standard-CLA treatments + TBL-CLA treatments = 1340
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4.1.4.40P Pilot 6: Select factor combinations for close inspection, Stationary
Game, Two Target Cells per Input

Experiment 3 generates sufficient data to accomplish Goal 3.2, described am Secti
3.5. In this experiment, the behavior of a few, specific TBL-CLAs is examined more
closely.

Before Goal 3.2 can be accomplished, treatments must be selected for closer
examination (Goal 3.2.1). An informal OP pilot was conducted in which the results of
Experiment 1 were analyzed to determine which treatments presented a@je @ase,

strong case, and a weak case. The following TBL-threshold combinations are considere
e Strong (70.00, 70.00, 70.00, 50.00)
e Average (99.99, 99.99, 99.99, 99.99)
e Weak (99.99, 50.00, 50.00, 50.00)

4.1.4.5Experiment 4: Close inspection, Stationary Game, Two Target Cells
per Input

Experiment 4 accomplishes Goal 3.2, described in Section 3.5. The calculation of the
individual performance measures is completed with the use of a spreadsheet, but the
process of inspecting the results and drawing conclusions about each casse require

significant attention for a person.
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Table 11 below presents the block design for Experiment 4.

Table 11: Design for Experiment 4 (close inspection, stationary game, two target cells per input)

Name Factor values Treatments
TruthTable game states {1,2,3,6} 4
Collection length, ¢ {1,2,4,6,12} 5
TBL threshold 4-tuples (70.00, 70.00, 70.00, 70.00) 3

(99.99, 99.99, 99.99, 99.99)
<(Ks, K, K, Ka)> (99.99, 50.00, 50.00, 50.00)
Experiment resource requirements

Total treatments | 80*

Estimated time per treatment

10 person-minutes

Estimated time required

14 hours

* total number of treatments calculated as follows:
Standard-CLA treatments = 4(5)

TBL-CLA treatments = 4(5)(3)

Total = Standard-CLA treatments + TBL-CLA treatments = 80
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4.1.5Task-switching Game, One Target Cell per Input
This section describes the informal OP Pilots necessary to determine thereber
TBL and compensation thresholds as well as the canonical experiment. It alsioedes

how a task-switching game in played.

4.1.5.1A task-switching TruthTable game

The task-switching game with only one target cell per input is playedekketthe
game described for Experiment 1, described above. The CLA trains in the inisalqha
a 6-by-6 substage of the game until its confident accuracy is > 99.99% or dihad tr
for 100,000 contests, whichever happens first. Then, the game enters the secondary phase
and extends out to the full 6-by-300 stage. The CLA continues to train until its confident
accuracy is again >99.99% or until it has trained for 100,000 contests. In Exsrime
through 4, CLAs only trained through the secondary phase, but in the remaining
experiments, the CLAs trains for anothtertiary phase.
During the tertiary phase, the game changes partially as some afgiectlls are
reassigned to different outputable 12 below shows the changes that occur in the
tertiary phase. The Standard-CLA is only affected by the number of inputh ae
reassigned to new target cells, but the TBL-CLA is also affected byh#mge in TBL,.
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Table 12: Tertiary Phases of the TruthTable game

tertiary TBL,= 14,700

Stage | Secondary Phase — Tertiary Phase
ﬁ
1
secondary TBL,= 89,700 tertiary TBL, = 44,700
A 50% target responses
A -45,000 TBL,,
ﬁ
2
secondary TBL, = 44,700 tertiary TBL,= 29,700
A 50% target responses
A -15,000 TBL,,
3 ﬁ
tertiary TBL,= 29,700 tertiary TBL,= 14,700
A 66.6% target responses
A -15,000 TBL,
6 —

tertiary TBL,= 89,700
A 83.3% target responses
A +75,000 TBL,,
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4.1.5.20P Pilot 7: TBL thresholds, Task-Switching Game, One Target Cell
per Input

In order to determine the appropriate factor range, the following OP pilot was
conducted in order to accomplish Goal 2.3.1 (see Section 3.5). The collectiondength,
was fixed at 12; the compensation thresheldwas fixed at 60; and the TruthTable
game was set to statei@(there were six target responses in the game, for more detail
see Section 3.4.5). TBL-CLAs were then trained with the TBL thresholds lidtea ime
a Monte Carlo trial. The performance measures were calculated witle i@¢antl trial

results of a Standard-CLA under the same game conditions.

Table 13: OP Pilot Experiment Design for TBL thresholds

number of
TBL threshold 4-tuples treatments

, <(xs, xw ki, kq)> Selected from the following set of values,
OP Pilot 750

subject to the specified constraints:

factors |54 00, 60.00, 70.00, 80.00, 90.00, 95.00, 98.00, 99.99}

<(xs, K ki, kg)> Selected from the following set of values,
Results 66

subject to the specified constraints:
{50.00, 70.00, 90.00, 98.00, 99.99}

Note that the number of treatments is not simply the factorial of the numberas&fact

for the TBL threshold. The TBL thresholds are subject to the following constraints

e The withdrawal threshold must be less than or equal to the support threshold.

Ky < Ks

e The independence threshold must be less than or equal to the support threshold.

K< Ks
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e The dependence threshold must be less than or equal to the independence

threshold.

K< K

4.1.5.30P Pilot 8: Compensation Thresholdk,, Task-Switching Game, One
Target Cell per Input

Once the TBL threshold factor range was fixed, the following OP pilot was codducte
to accomplish Goal 2.3.2 (see Section 3.5). One highly successful factor combination,
one neutral combination, and one unsuccessful combination were selected. Each TBL
threshold factor combination was applied to a TBL-CLA. Each TBL-CLA then cdesple
Monte Carlo trials with different values fay. The OP pilot factors and the results are
shown in Table 14. The results of this pilot were interesting because the TBw&$A

much more sensitive to the settings fpthan the other pilots.

Table 14: OP Pilot Experiment Design for x,

OP pilot factor values for «, fixed value for x,

{50, 55, 60, 65, 70, 75, 80, 85, 90, 94, 95, 95.5, 96, 96.5, 97 98, 99} | 96

4.1.5.4Experiment 5: Canonical, Task-switching Game, One Target Cell per
Input

After determining the appropriate factor values for the TBL threshold and the
compensation threshold, the following experiment is conducted. The TruthTable game
environment iiot stationary throughout the learning process, that is, the arrangement of
target cells changes after the secondary phase of the game, and thgrens dafget

cell per input. Below in Table 15 is an experiment block design with all of ttergac
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Both Standard and TBL-CLAs are used. The results from the Standard-Cusemras a

baseline for computing the performance measures.

Table 15: Design for Experiment 5 (canonical, task-switching game, 1 target cell per input)

Name Factor values Treatments

Target responses | {1,2,3,6} 4
Collection length, {1,2,4,6,12}
c

TBL thresholds, x* | <(xs & &, ka)> Selected from the following set of | 66

values, subject to the specified constraints:
<50.00, 70.00, 90.00, 98.00, 99.99>

Experiment resource requirements

Total treatments | 1340*

Estimated time per treatment | 8 CPU minutes
Estimated total CPU time required | 7.5 CPU days
Total CPUs available | 4

Estimated time required | 2 days

* total number of treatments calculated as follows:
Standard-CLA treatments = 4(5)

TBL-CLA treatments = 4(5)(66)

Total = Standard-CLA treatments + TBL-CLA treatments = 1340

4.1.5.50P Pilot 9: Select factor combinations for close inspection, Task-
switching Game, One Target Cell per Input

Experiment 5, described in the previous section, generates sufficient data to
accomplish Goal 3.3, described in Section 3.5. In this experiment, the behavior of a few
specific TBL-CLAs is examined more closely.

Before Goal 3.3 can be accomplished, treatments must be selected for closer

examination (Goal 3.3.1). An informal OP pilot was conducted in which the results of
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Experiment 5 were analyzed to determine which treatments presented a@je @ase,
strong case, and a weak case. It was determined that the variances in lihtavior
occurred with the changes in the number of target responses and collection kenegth w
worth investigating at all settings. The following TBL threshold combinatare

considered:
e Strong (90.00, 90.00, 90.00, 70.00)
e Average (99.99, 99.99, 70.00, 70.00)
e Weak (99.99, 50.00, 50.00, 50.00)

4.1.5.6Experiment 6: Close Inspection, Task-switching Game, One Target
Cell per Input

Experiment 6 accomplishes Goal 3.3, described in Section 3.5. The calculation of the
individual performance measures is completed with the use of a spreadsheet, but the
process of inspecting the results and drawing conclusions about each case requires
significant attention from a person. Table 16 below presents the block design for

Experiment 6.
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Table 16: Design for Experiment 6

Name Factor values Treatments
TruthTable game states {1,2,3,6} 4
Collection length, ¢ {1,2,4,6, 12}
TBL threshold 4-tuples (90.00, 90.00, 90.00, 70.00) 3
<(Ks, K, K5, Ka)> (99.99, 99.99, 70.00, 70.00)

(99.99, 50.00, 50.00. 50.00)
Experiment Resource Requirements

Total treatments | 80*

Estimated time per treatment

10 person-minutes

Total time required

14 person hours

* total number of treatments calculated as follows:

Standard-CLA treatments = 4(5)
TBL-CLA treatments = 4(5)(3)

Total = Standard-CLA treatments + TBL-CLA treatments = 80

4.2 Experimentation & Reduced Results

The solution for this research is entirely software-based. All code wasmaitd

compiled in Java. Full code listings are available in the Digital Appendix. The

experiments were run on an Apple MacPro Quad-Core computer. The results were

analyzed using Microsoft Excel 2004 and Microsoft Excel 2007. The reduced results are

available in the digital appendices as Microsoft Excel files.
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CHAPTER 5: RESULTS AND CONCLUSIONS

5.1 Introduction

This chapter presents the results and conclusions of this research alomjositiali
observations and suggestions for future work. The results and formal conclusions of each
experiment are presented together in Sections 5.2 through 5.5.5. The informal
observations about all of the experiments are presented in Section 5.8. Finally,

suggestions for future work are presented and discussed in Section 5.9.

5.2 Experiment 1

Experiment 1 is a canonical experiment. The TruthTable game environment is
stationary throughout the learning process, that is, the arrangement btéliggdoes
not change during training, and there is only one target cell per input. Betatlds
taken from Section 4.1.3.3, is the experiment block design with all of the factors. Both
Standard and TBL-CLAs are used. The results from the Standard-CLA aresused a

baseline for computing the performance measures.
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Table 6: Design of Experiment 1 (stationary game, 1 target cell per input)

Factor Name Values Treatments I
TruthTable game state | {1, 2, 3, 6} 4
Collection length, ¢ {1,2,4,6, 12} 5
TBL thresholds, x* <(xs, kw K, k4)> selected from the following set | 266
of values, subject to the specified constraints:
<50.00, 55.00, 70.00, 80.00, 95.00, 99.99>

Experiment resource requirements I

Total treatments | 5340*

Estimated time per treatment | 2 CPU minutes
Estimated total CPU time required | 7.5 CPU days
Total CPUs available | 4

Estimated time required | 2 days

total number of treatments calculated as follows:

Standard-CLA treatments = 4(5)

TBL-CLA treatments = 4(5)(266)

Total = Standard-CLA treatments + TBL-CLA treatments = 5340

5.2.1Results

The results are presented in footprints in this section and have been sized to fit a
single page. In many cases, this limits the legibility of the datddabhe footprints are
intended to give an overview of trends in behavior and performance as the factors are
varied. Each performance measure has a unique dynamic range, but thepraseated
in the same color range (red to green). Because the footprints are used toeviseradiz,
the exact values are not as important. Bright green is always used fas tieguftivor
the TBL-CLA and bright red for those that favor the Standard-CLA. The footriats
also presented at a legible resolution with individual color scale informationeerab
pages in the following appendic@$?PENDIX A: EXPERIMENT 1, PAYOFF RESULTS
APPENDIX B: EXPERIMENT 1, EXPENSE RESULT&nd
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APPENDIX C: EXPERIMENT IN-TILE ADVANTAGE RESULTS

Table 17 shows the results of Experiment 1 sorted by the TBL thresholds. Section
3.6.4 describes the layout of the footprint in greater detail, but briefly, the columns and
rows are organized in a hierarchical fashion.

The columns are divided first by the performance metric: Payoff, themEspehen
n-tile advantage. Within each performance metric, the columns are subdivided by
collection length. Finally, within each collection length, the columns are agaidivided
by the TruthTable game state, which corresponds to the number of target outputs in eac
game state.

The rows are organized hierarchically by TBL thresholds. The thresholds are

presented in the following order, from left to right:
Support thresholdgs

Withdrawal thresholdy,
Independence threshold,

Dependence threshold,

The factor values for the TBL thresholds are presented from smallestdstjarg

according to the following rules:
The withdrawal threshold must be less than or equal to the support threshold.

Kw< Kg
The independence threshold must be less than or equal to the support threshold.
Ki < Ks
The dependence threshold must be less than or equal to the independence threshold.
K< K
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Turning to the results in Table 17, it can be seen that the TBL thresholds do affect the
performance of a TBL-CLA. The footprint can be divided into 2 major sections by
looking at Payoff and-tile advantage. In approximately the top third of the footprint, the
Payoff is generally very high and the TBL-CLA has a clear advantage thtbedirst
70% of the first termination. In general, the performance measures in the bottom tw
thirds of the footprint are very similar.

Another observation that can be drawn from the footprint in Tabig that the TBL-
CLA performs exceptionally well in all cases for a collection length of @xeollection
length of one is a trivial case, but it is included for completeness. At a mwiléength of
one, the optimal strategy is a simple process of elimination because the c&ivesean
evaluation on it responses individually rather than collectively. A secondrileab t
observation is that the TBL-CLA does consistently well in all TruthTabieegan state
1, where there is only one target response (see Section 3.4.5 for more detailsgansis m
that the TBL-CLA'’s performance is correlated with the TBE the TruthTable game
state. That is, the greater the TBL advantage, the better the TBL-@eAmmance.

In order to draw more specific observations about the performance of a TBL-CLA, it
is necessary to reorder the footprint and examine smaller subsectioris ofdler to
identify those TBL threshold 4-tuples that are most effective, the resals®ded by the
minimum Payoff value in each row. The resorted footprint is presented in Table 18. The
TBL 4-tuples with a minimum Payoff greater than zero are shown in the blue .square
There is not much new information to be gained from this view of the results. A closer

view of the data is needed. Table 19 presents the top results from Table 18.
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Table 17: Results of Experiment 1 sorted by TBL thresholds. The varying collection lengths and the TruthTable game
state are the column headers. The TBL thresholds are the row headers. The thresholds are sorted from smallest to
largest factors values in the following order, according to the rules for TBL thresholds: support threshold, withdrawal

threshold, independence threshold, and dependence t_h_reshold.
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Table 18: Results of Experiment 1 sorted by minimum Payoff. The results have been reordered by the minimum
Payoff value in each row. The results in the blue square are those results with a minimum Payoff value greater than
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Table 19: Good Results from Experiment 1 sorted by Payoff and Expense. The good results were first sorted by
minimum Payoff. They were then separated into two groups at a minimum Payoff of 10.0 and resorted by
maximum Expense. The results then fell into groups based on the value of the support threshold.
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The results presented in Table 19 are first sorted by minimum Payoff. Sheckear
break in the distribution of minimum Payoff measures at 10.0, so the data is spilt into two
groups. Each of the groups is internally sorted by the maximum Expense. Tdelstate
falls into three distinct groups, each governed by the support threshold. The best overall
performing TBL 4-tuples were those with a support threshold of 70%. The Expense is
lowest in the 4-tuple (70, 70, 70, 70) and increased as the withdrawal threshold is
lowered. When the support threshold is set to 80%, both the minimum Payoff and the
maximum Expense drop slightly. This means that there is the option of trading some
Payoff for a lower Expense, if that is a concern. The last grouping is the 4\uthleéke
support threshold of 55%. These 4-tuples have higher minimum Payoff values, but also
higher Expense values and lowetile advantages in the lattettiles.

For best performance, the support, withdrawal, and independence thresholds should
be set equal to each other and at lower values (between 70% and 80%), but not too low
(less than 70%). Setting the support threshold low, but not too low, allows tactics to be
supported early on and setting the withdrawal threshold low allows tacticy tunstiae
global list. A potential drawback to low support thresholds is that it forces stitaudo
the independent role before they have gained the full benefit of followinga Wt is
why it is best to set the independence threshold as high as possible. However, having a
low independence threshold also helps the TBL-CLA avoid harsh and confusing updates
from the compensation policy.

Recall that the compensation policy relies on the CLA’s anticipated eiealwetich
is calculated based on the number of confident stimulants in the history (stimulants
whose tie and reject confidences are sufficiently high to all them to caonilsistelect

their primary respondent) and the number of follower stimulants. It is possible for a
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follower to receive a very positive update one time and a very negative one the next,
especially at longer collection lengths. This phenomenon adds noise to the signal. |
important to balance the benefits of receiving “unearned” positive upddtethevioverly
harsh updates that come at the cost of occasionally inconsistent and harsh nagative

The remaining data not presented in Table 19 was sorted by Expense. The 4-tuples
with higher support and withdrawal threshold values and very low independence and
dependence values produced results that indicate that the TBL-CLA'’s parfermanot
distinguishable from the Standard-CLA’s performance. This is a reasonalieneutc
because it follows that if stimulants are not allowed to be followers for wagy If at all,
they will spend the bulk of their life cycles following the Standard selectionypdlable
20 shows the neutral results.

The remaining results that have not been discussed in detail are those 4-tugies whi
perform just slightly worse than the Standard-CLA. A small selection of thea#s is
presented in Table 21. Note that even these cases show early gains overdael Sta
CLA, though they fall behind in the latedtiles.

The footprint results are only useful for analyzing the trends in the datankanea
detailed study, but with a limited cover, Experiment 2 examines the learning drebiavi

three 4-tuples in detail.
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thresholds very low and keeping the support and withdrawal thresholds high, the TBL-CLA performs like a Standard-

Table 20: Neutral Results for Experiment 1 sorted by Expense. By setting the independence and dependence
CLA.
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Table 21: Underperforming Results for Experiment 1 sorted by Expense. Most of the TBL 4-tuples produce slightly

underperforming TBL-CLAs. This table presents only a subset of the full results.




5.2.2Formal Conclusions from Experiment 1

A summary of the conclusions drawn from Experiment 1 is presented in this section.
For a more detailed discussion of these conclusions, see the previous section. All
conclusions presented in this section are only valid for the TruthTable game in an
environment withone target per outpwand that istationary, deterministic, and correct
for the duration of the learning process. Informal conclusions, speculations, and
predictions about the performance of the application of TBL to other games, including
actual-life games, will be presented and discussed in Section 5.8. Suggestiahgdor f

research are presented and discussed in Section 5.9.

Conclusion 1:The learning behavior of a TBL-CLA is significantly affedtby
the settings of the TBL thresholds.

Conclusion la: For best performance, set the support, withdrawal, and
independence thresholds equal to each other and at values that
are between 70 and 80%.

Conclusion 1b: A TBL-CLA will behave like a Standard-CLA when the
support and withdrawal thresholds are set high, greater than
90%, and the independence and dependence thresholds are set at
or near the minimum (less than or equal to 55%).

Conclusion 1c:Even in 4-tuples that do not produce optimal or Standard-like
behavior, using TBL provides significant advantages early in the
learning process; however, the advantages are lost later on as the
TBL-CLA significantly underperforms compared to the

Standard-CLA.
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Conclusion 2: TBL-CLA performance improves as the TBL advantage, JBIE

the TruthTable game state is increased.

5.3 Experiment 2
Experiment 2 accomplishes Goal 3.1, described in Section 3.5, a close inspection of
the behavior of a small selection of 4-tuples from Experiment 1. Table 7 below, taken

from Section 4.1.3.5, presents the block design for Experiment 2.

Table 7: Design for Experiment 2 (close inspection, 1 target cell per input) [from Section 4.1.3.5]

Name Factor values Treatments
Target responses {1,2,3,6} 4
Collection length, ¢ {1,2,4,6,12}
TBL threshold 4-tuples (70.00, 70.00, 70.00, 70.00) 3
<(Ks, KoK, Ka)> (99.99, 95.00, 50.00, 50.00)
(95.00, 95.00, 95.00, 50.00)

Experiment resource requirements I

Total treatments | 80*

Estimated time per treatment | 10 person-minutes

Estimated total time required | 14 hours

* total number of treatments calculated as follows:
Standard-CLA treatments = 4(5)

TBL-CLA treatments = 4(5)(3)

Total = Standard-CLA treatments + TBL-CLA treatments = 80

5.3.1Results
This section presents selected results from Experiment 2. The full set ofdeduce

results is available in the digital appendices as interactive Microgsoé Epreadsheets.
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5.3.2Best Performance: 4-tuple ¥=70,x,=70,k;=70,k4=70)

It was observed in Experiment 1 that the 4-tuple of (70, 70, 70, 70) was the best
performing combination of TBL thresholds. The results of close inspection of the
behavior of a TBL-CLA with these settings are presented in this sectiohe ABL
thresholds are fixed, the purpose of this experiment is to understand the influenoe that t
thresholds have on the behavior of the CLA under varying environmental conditions: the

collection length and the TruthTable game state.

5.3.2.1TruthTable state 1, Collection Length 6
In Experiment 1, the TBL-CLA generally dominated the Standard-CLA in
TruthTable game state 1 (see Section 3.4.5 for a description of the geaneAstdoser
inspection of the CLAs performance on TruthTable game state 1 with a cwilestgth
of 6 is presented in Figure 16, Figure 17, and Figure 18 below.
Scores

+/- 95% confidence interval
k,=70%,=70 K= 70 x,= 70 collection length 6 game state 1

Payoff 81.7
Expense -26500

40 0] 60
contest (thousands)

Figure 16: The TBL-CLA dominates the Standard-CLA on TruthTable game state 1. The dashed line marks the first
termination. The Payoff and Expense measures for this treatment are given in the lower right hand corner.
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The TBL-CLA dramatically outperforms the Standard-CLA on the TruthTableegam
state 1, with a Payoff of 81.7 and an Expense of -26,500. Figure 16 demonstrates how the
TBL-CLA is able to quickly identify effective tactics and take advantaghaxfe tactics.

Of course, if there is only one target response in the game, then there only need be one
tactic. Figure 18 shows that the TBL-CLA makes significantly fewer rarglactions

during its learning process. There is a large spike in the number of randonoss|émti

the TBL-CLA, but this can be explained by recalling that the support threshold is set a
70. This means that stimulants are able to support a tactibet@ethey are

consistently selecting that respondent themselves. In order to be considerechadom
selection, a stimulant must be a confident stimulant or a follower. Figure 17 dtaiws t
several stimulants are indeed supporters before they are confident istaniolda that this

spike in the number of random selections does not hinder the learning process.
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TBL Roles
with Score & Selection Confidence
Supporter Follower Il Independent Seeker === Score Selection Confidence

70k, =70 ;=70 x, =70 collection length 6 game state 1

100%
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number of stimulants
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score, selection confidence

10%

0%
40 50 60 80 90 100

contest (thousands)

Figure 17: The TBL-CLA makes heavy use of tactics to quickly reach termination.

Stimulants Selecting Respondents at Random
+/-0

300 =70k, =70 x;=70 x, =70 collection length 6 game state 1
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Figure 18: The TBL-CLA makes significantly fewer random selections than the Standard-CLA.
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5.3.2.2TruthTable state 2, Collection Length 6

When the number of target responses in a TruthTable game state increases, the
Tactic-Based Learning advantage, T,Btlecreases (see Section 3.4%gure 19shows
that as the TBLdecreases, so does the performance of the TBL-CLA. When the
TruthTable game state includes two target responses, the TBL-CLA gtidlrtarms the
Standard-CLA for most of the learning process, but the TBL-CLA gains, sfiille
significant, are not nearly as large as they were in state 1.

Having more than one target response in the game makes it harder for thee ABL-C
to identify effective tactics. Recall that a local tactic’s potenclgesaverage of the
update values that have been received while using the tactic. When the local potency
drops below the minimum potency threshold, the local tactic is no longer considered
effective. It is possible for a stimulant to incorrectly deem a loctttmeffective and
revert to the Standard selection policy. This means that overall, there arsamkee
stimulants in the STM than there are when the TruthTable game state hasetdyget

response (see Figure 20).
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Scores
+/- 95% confidence interval

K;=701%,=70 5= 70 k4= 70 collection length 6 game state 2

Payoff 14.9
Expense 4000

30 70 80 90 100

40 50 60
contest (thousands)

Figure 19: The TBL-CLA’s score is significantlv better than the Standard-CLA’s score.

TBL Roles
with Score & Selection Confidence
Supporter Follower Il Independent Seeker === Score Selection Confidence
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Figure 20: With two target responses and a lower TBL,, the TBL-CLA is not able to use tactics as long as it can for

a game with only one target response.
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5.3.2.3TruthTable state 3, Collection Length 12

The conditions of TruthTable state 3 and collection length 12 were chosen because
they demonstrate the way in which using TBL can be beneficial with a londgsetmni
length. The longer the collection length means that there is a lower taétsigroise
ratio, which slows the rate of learning for both CLAs. The TBL-CLA shows a clear
advantage in the early contests (Figurg Rlnds in a tie with the Standard-CLA, but
the early significant advantages are large enough for the TBL-CLA t@ad@eoff of
11.6 for this treatment and incur and Expense of only 5500 contests.

The improvement of the TBL-CLA'’s scores is caused by the fact that sfrattthe
stimulants are able to remain followers throughout the learning process (shBigare
22). The TBL-CLA makes fewer random selections for most of the learningsgroce
(shown in Figure 23).

Scores
+/- 95% confidence interval

100% k;=70x,=70 k,= 70 x;,=70 collection length 12 game state 3

90%
80%
70%
60%
50%
40%
30%
20%
10% Payoff 11.6

Expense 5500
0% -

80 90 100

40 50 )
contest (thousands)

Figure 21: With a collection length of 12, the TBL-CLA earns a significantly higher score than the Standard-CLA
for most of its learning process.
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TBL Roles
with Score & Selection Confidence
Supporter Follower Il Independent Seeker === Score Selection Confidence
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Figure 23: A fraction of the stimulants are able to remain followers throughout most of the learning process,
which subparts the TBL-CLA’s scare.

Stimulants Selecting Respondents at Random
+/-c
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Figure 22: The TBL-CLA is able to maintain the use of tactics throughout the learning process and therefore the
number of random selections made by the TBL-CLA is significantly lower that the Standard-CLA.
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5.3.2.4TruthTable state 6, Collection Length 4
This treatment is included to demonstrate that even a few follower stimualytine
the learning process can have a lasting and improving effect on learninipbeRigure
24 shows the consistent and significant improvement in scores by the TBL-CLA£e Figu
25 shows that only a small number of follower stimulants is ever in the STM and that
those stimulants only appear early in the learning process. FinallyeE2§whows a
corresponding reduction in the number of stimulants selecting their respondents at

random.

Scores
+/- 95% confidence interval

k:=70x,=70 K,=70 k,= 70 collection length 4 game state 6

Payoff 17.1
Expense 1000

80 90 100

40 50 )
contest (thousands)

Figure 24: The TBL-CLA earns a consistently higher score than the Standard-CLA during learning.
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TBL Roles
with Score & Selection Confidence
Supporter Follower Il Independent Seeker === Score Selection Confidence

300 k=70, =70 ;=70 k4 =70 collection length 4 game state 6

- 100%
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210

number of stimulants
score, selection confidence

40 50 60 70

contest (thousands)
Figure 25: There are only a few follower stimulants and these only exist early on in the learning process, but,
this is enough of a boost to the TBL-CLA that is score significantly higher than the Standard-CLA.

Stimulants Selecting Respondents at Random
+/-0c
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Figure 26: The early use of tactics significantly and consistently reduces the number of stimulants that select
respondents at random.

164



5.3.3Neutral Performance: 4-tuple &s=99.99 k=95, k;=50, k4=50)

It was observed in Experiment 1 that the 4-tuple of (99.99, 95, 50, 50) was a neutral
performing combination of TBL thresholds. The results of close inspection of the
behavior of a TBL-CLA with these settings are presented in this section. A8Bthe
thresholds are fixed, the purpose of this experiment is to understand the influenoe that t
thresholds have on the behavior of the TBL-CLA under varying environmental
conditions, namely the collection length and the TruthTable game state. Since the
behavior of the TBL-CLA was nearly identical to that of the Standard-CLA, only one
example will be discussed in this section. The example presented below hakeall of t

attributes of the observed behavior of this 4-tuple.

5.3.3.1TruthTable state 3, Collection Length 12

The TBL-CLA starts the learning process with a significant advantagdghickly
disappears (sewdgure 27). This early advantage may seem counterintuitive, as the
independence threshold is set to the minimum possible vautére should be no
follower stimulants in the STM ever) and the TBL-CLA and the Standard-CLA bath s
the secondary phase with the same level of mastery of the initial phase. Algo note
Figure 28 that there are a large number of independent stimulants, but no followsers. Thi
also seems unusual as the setting of the independence threshold suggests anfabsence o
independent stimulants.

Recall that an independent stimulant is a stimulant that has a selection momfide
greater than the independence threshaoldithat has at least one effective tactic. While
all stimulants will have a selection confidence greater than the indepertteeshold as
soon as they receive their first update, they must also seek out an effecitvieefact

they can be classified as independent. This implies that all the new stimuoisodsced
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in the secondary phase of the game must be followers for at least one.stage (

evaluation). As soon as the follower identifies an effective tactic, iteidmately

abandons it and becomes independent. This can all happen in the contests between the
test points so that even though the follower stimulants are not recorded in the test point
the effects of having made several correct responses early on is sedirsttfthe test

points. Once the stimulants have either found an effective tactic and become independent
or tried all the global tactics and have found them to be ineffective, all thdatit® in

the TBL-CLA are following the Standard selection policy and the TBL-GL#€havior

mimics that of the Standard-CLA. This is also born out in Figure 29, which shows that

the TBL-CLA and the Standard-CLA make that same number of random selections

during the learning process.

Scores
+/- 95% confidence interval

K:=99.99 x,,= 95 k;= 50 x,;= 50 collection length 12 game state 3

Payoff -0.2
Expense 0

30 70 80 90 100

40 50 60
contest (thousands)

Figure 27: Despite a significant advantage during the very first contests, the TBL-CLA's learning behavior quickly
become indistinguishable from the Standard-CLA’s behavior.
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TBL Roles
with Score & Selection Confidence
Supporter Follower Il Independent Seeker === Score Selection Confidence

number of stimulants

30

40 5 60

contest (thousands)

Figure 28: The TBL-CLA does not have any follower stimulants, which accounts for the fact that the TBL-CLA
behaves like a Standard-CLA.
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Figure 29: The TBL-CLA does not have any follower stimulants and so it makes the same amount of random
selections as the Standard-CLA.
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5.3.4Poor Performance: 4-tuple «s=95, k,=95, kj=95, k4=50)

Many of the 4-tuples from Experiment 1 produced TBL-CLAs that slightly
underperformed when compared to a Standard-CLA. One such 4-tuple, (95, 95, 95, 50),
is discussed in this section. The poor performing 4-tuples did not always do worse than
the Standard-CLA, which makes the potentially even more hazardous than a 4-tuple tha
produced consistently poor performance. These poor performing 4-tuples can produce
behavior that is similar to the best 4-tuples, or similar to the neutral 4-tuplsshavior

that is very unstable. These three cases are presented below.

5.3.4.1TruthTable state 3, Collection Length 2
At shorter collection lengths, the TBL-CLA is able to perform in much the same way
as the best 4-tuples (see Figure 30, Figure 31, and Figure 32). While this lsaioWaLt
makes good use of the information provided in situations with a low signal-to-nagse rat

this is not a particularly useful benefit because learning is very easysandtteations.

Scores
+/- 95% confidence interval

L00% Ks=95 x,,= 95 ;=95 k,= 50 collection length 2 game state 3

90%
80% -

70% -

50%
40%
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20% -

60%

10% Payoff 19.2
Expense 1500
0%
0 10 20 30 40 50 60 70 80 90 100
contest (thousands)
Figure 30: With a short collection length, the TBL-CLA can do significantly better then the Standard-CLA in early
learning. 168




The early gains in learning come from the large number of follower stimukeaits
exist in the STM. When the support and independence thresholds are equal, it is not
possible for a stimulant to ever be independent. In environments where there is only a
single target response for each stimulus, this is advantageous becausentbtbragso
be gained from exploring the response range once an effective tactic is fouadyréher

no other correct responses to be found.

TBL Roles
with Score & Selection Confidence

Supporter Follower Il Independent Seeker === Score Selection Confidence

w =95 ;=95 k,;=50 collection length 2 game state 3 100%

- 90%
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- 50%
40%

- 30%

number of stimulants
score, selection confidence

20%

70%

- 10%

T T T T T T T Do/D
40 50 60 70 80 90 100

contest (thousands)

Figure 31: The TBL threshold settings allow the CLA to use effective tactics for a longer period of time. When the
support and independence thresholds are equal, stimulants never become independent. Followers use their
effective tactics until they become supporters.
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Stimulants Selecting Respondents at Random
+/-c

300 ks =95 k,, =95 ;=95 k, =50 collection length 2 game state 3
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Figure 32: The TBL-CLA has many follower stimulants and therefore has significantly fewer stimulants that make
random selections than the Standard-CLA.

5.3.4.2TruthTable state 3, Collection Length 6

While the 4-tuple shows promise at a collection length of 2 contests, it causés a TB
CLA to perform just like the neutral 4-tuples when the collection length is@adeto 6
contests. The behavior shownFigure 33 andFigure 35 is very similar to the behavior
seen in the neutral performing TBL-CLA in Section 5.3.3.1.

As the collection length gets longer, the TBL-CLA is more likely to geieeharsh
update values early on. Recall that the compensation threshold was set to 50% for
Experiments 1 and 2. This means that any time a follower stimulant that has found an
effect tactic is in a history with a follower of an ineffective tactigenerates a punitive
update value. This can discourage the use of tactics and soon most stimulants become

seekers and use the Standard selection policy. This behavior is shown in Figure 34
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Scores
+/- 95% confidence interval

Ks =95 K, = 95 ;= 95 Kx3= 50 collection length 6 game state 3

Payoff -1.4
Expense 2500

30 70 80 90 100

40 50 60
contest (thousands)
Figure 33: At a longer collection length, the TBL-CLA reverts to neutral performance under these 4-tuple settings.

TBL Roles
with Score & Selection Confidence
Supporter Follower Il Independent Seeker === Score Selection Confidence

300 x5=95 x,, =95 K; =95 k,;=50 collection length 6 game state 3
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Figure 34: The TBL-CLA uses some follower stimulants early on, which account for the slight, but significant,
advantage it has over the Standard-CLA.
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Stimulants Selecting Respondents at Random
+/-0
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Figure 35: The TBL-CLA has a similar number of stimulants making random selection as the Standard-CLA.

5.3.5Formal Conclusions from Experiment 2

A summary of the conclusions drawn from Experiment 2 is presented in this section.
For a more detailed discussion of these conclusions, see the previous section. All
conclusions presented in this section are only valid for the TruthTable game in an
environment withone target per outpwand that istationary, deterministic, and correct
for the duration of the learning process. In formal conclusions, speculations, and
predictions about the performance of the application of TBL to other games, including
actual-life games, will be presented and discussed in Section 5.8. Suggestiahgdor f

research are presented and discussed in Section 5.9.

Conclusion 1:The learning behavior of a TBL-CLA is significantly affecteyl the

settings of the TBL thresholds. (Conclusion 1 from Experiment 1)
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Conclusion 1d:In an environment with only one target response per input,
there is no need for independent stimulants because there is no
alternate response which could provide positive evaluations;
therefore, a TBL-CLA performance improves when the
independent role is removed by setting the support and
independence thresholds equal to each other.

Conclusion 3:When the TBL thresholds are set for good performance, the TBL-CLA
has significantly fewer stimulants that make random selectiwans
the Standard-CLA, meeting one of the performance criteriahier t
research.

Conclusion 4: Only a small percentage of the total stimulants need be fallowe
stimulants for a TBL-CLA to perform significantly bettenah a
Standard-CLA.

5.4Experiment 3

Experiment 3 is a canonical experiment. The TruthTable game environment is
stationary throughout the learning process, that is, the arrangement oté&digypever
changes, and there are two target cells per input. Beloablin10o, taken from Section
4.1.4.3, is the experiment block design with all of the factors. Both Standard and TBL-
CLAs are used. The results from the Standard-CLA are used as a baselinepiotirngm

the performance measures.
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Table 10: Design for Experiment 3 (canonical, stable game, 2 target cells per input) [from Section 4.1.4.3]

Name Factor values Treatments
Target responses {1, 2, 3, 6} 4
Collection length, ¢ | {1, 2, 4, 6, 12}
TBL thresholds, «* | <(xs, &y, &, k4)> Selected from the following set of | 66
values, subject to the specified constraints:
<50.00, 70.00, 90.00, 95.00, 99.99>
Experiment resource requirements
Total treatments | 1340*
Estimated time per treatment | 2 CPU minutes
Estimated total CPU time required | 1.9 CPU days
Total CPUs available | 4
Estimated total time required | 1 day

* total number of treatments calculated as follows:

Standard-CLA treatments = 4(5)
TBL-CLA treatments = 4(5)(66)

Total = Standard-CLA treatments + TBL-CLA treatments = 1340

5.4.1Results

The results are presented in footprints in this section and have been sized to fit a

single page. In many cases, this limits the legibility of the datddabhe footprints are

intended to give an overview of trends in behavior and performance as the factors are
varied. Each performance measure has a unique dynamic range, but thepraseated

in the same color range (red to green). Because the footprints are used toeviseradiz,

the exact values are not as important. Bright green is always used fas tiesuftivor

the TBL-CLA and bright red for those that favor the Standard-CLA. The footriats

also presented at a legible resolution with individual color scale informationexarab

pages in the following appendices: APPENDIX D: EXPERIMENT 3, PAYOFF
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RESULTS,APPENDIX E: EXPERIMENT 3, EXPENSE RESULT&ndAPPENDIX F:
EXPERIMENT 3N-TILE RESULTS

Table 22shows the results of Experiment 3 sorted by the TBL thresholds. Section
3.6.4 describes the layout of the footprint in greater detail, but briefly, the columns and
rows are organized in a hierarchical fashion.

The columns are divided first by the performance metric: Payoff, themEgptaen
n-tile advantage. Within each performance metric, the columns are subdivided by
collection length. Finally, within each collection length, the columns ar@ agaidivided
by the TruthTable game state, which corresponds to the number of target outputs in eac
game state.

The rows are organized hierarchically by TBL thresholds. The thresholds are
presented in the following order, from left to right:

e Support thresholdgs

e Withdrawal thresholdy,,

e Independence threshold,
e Dependence threshole,

The factor values for the TBL thresholds are presented from smallestdst]arg
according to the following rules:

e The withdrawal threshold must be less than or equal to the support threshold.

Kw< Ks

e The independence threshold must be less than or equal to the support threshold.

K< Ks
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e The dependence threshold must be less than or equal to the independence
threshold.

K< K

Turning to the results in Table 22, it can be seen that the TBL-CLA performs
significantly better than the Standard-CLA across almost all ther&aahd metrics.
Increasing the number of target responses per input from one to two is advantageous for
the Standard-CLA, but the increase that that gives to the Tactic-Baaeuirg

advantage, TB}, allows the TBL-CLA to do consistently better.

176



Table 22: Results from Experiment 3, sorted by TBL thresholds. The varying collection lengths and the
TruthTable game state are the column headers. The TBL thresholds are the row headers. The thresholds are
sorted from smallest to largest factors values in the following order, according to the rules for TBL thresholds:
support threshold. withdrawal threshold. independence threshold. and dependence threshold.
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In order to draw more specific observations about the performance of a TBL-CLA, it
is necessary to reorder the footprint and examine smaller subsectioris ofdler to
identify those TBL threshold 4-tuples that are most effective, the resals®ded by the
minimum Payoff value in each row. The minimum Payoff values fell into four distinct
groups: values greater than 18.0, values between 10.0 and 18.0, values between 0.0 and
10.0, and values less than 0.0. These four groups were internally sorted by the maximum
Expense value for each row. The resorted results are presented in Table 23.

While almost all of the TBL threshold 4-tuples resulted in a significant aalgarior
the TBL-CLA, the best results were in the same range as those from Expetirtteose
with the support threshold set at 70%. The TBL-CLA also does very well when the
support threshold is set to 90%. The TBL-CLA’s performance degrades as the suppor
threshold is set at 99.99%. The worst-case performance comes when the support
threshold is set to 99.99% and the independence threshold is set at 50%. This produces

behavior very similar to the Standard-CLA.
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Table 23: Results from Experiment 3 sorted by Payoff and Expense. The results were first sorted by minimum
Payoff. They were then separated into four groups and resorted by maximum Expense. The results then fell into
groups based on the value of the support threshold.
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5.4.2Formal Conclusions for Experiment 3

A summary of the conclusions drawn from Experiment 3 is presented in this section.
For a more detailed discussion of these conclusions, see the previous section. All
conclusions presented in this section are only valid for the TruthTable game in an
environment withtwo targets per outpwnd that istationary, deterministic, and correct
for the duration of the learning process. Informal conclusions, speculations, and
predictions about the performance of the application of TBL to other games, including
actual-life games, will be presented and discussed in Section 5.8. Suggestiahgdor f

research are presented and discussed in Section 5.9.

Conclusion 5: The learning behavior of a TBL-CLA is significantly affectey the
settings of the TBL thresholds.
Conclusion 5a: For best performance, set the support threshold at 70%.
Conclusion 5b: For strong performance, set the support threshold at 90%.
Conclusion 5c: Worst-case performance for a TBL-CLA is not statistically
significantly different from that of a Standard-CLA.
Conclusion 5d: For worst-case performance, set the support threshold to
99.99% and the independence threshold to 50%.
Conclusion 6: TBL-CLA performance improves without bound as the TBL

advantage, TBY, of the TruthTable game state is increased.

5.5 Experiment 4
Experiment 4 accomplishes Goal 3.2, described in Section 3.5. The calculation of the
individual performance measures is completed with the use of a spreadsheet, but the

process of inspecting the results and drawing conclusions about each case requires
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significant attention from a persorable 11 below, from Section 4.1.4.5, presents the

block design for Experiment 4.

Table 11: Design for Experiment 4 (close inspection, stationary, 2 target cells per input) [from Section 4.1.4.5]

Name Factor values Treatments
TruthTable game states {1, 2, 3, 6} 4
Collection length, ¢ {1,2,4,6, 12}
TBL threshold 4-tuples (70.00, 70.00, 70.00, 70.00) 3
<(Ks, K K5, Ka)> (99.99, 99.99, 99.99, 99.99)
(99.99, 50.00, 50.00, 50.00)
Experiment resource requirements I
Total treatments 80*

Estimated time per treatment | 10 person-minutes

Estimated time required 14 hours

* total number of treatments calculated as follows:
Standard-CLA treatments = 4(5)

TBL-CLA treatments = 4(5)(3)

Total = Standard-CLA treatments + TBL-CLA treatments = 80

5.5.1Results

This section presents selected results from Experiment 4. The full set acddeduc
results is available in the digital appendices as interactive Mi¢rBgoél spreadsheets.

5.5.2Best Performance: 4-tuple k=70, k,=70, k=70, k4=50)

It was observed in Experiment 3 that the 4-tuple of (70, 70, 70, 50) was the best
performing combination of TBL thresholds. The results of close inspection of the
behavior of a TBL-CLA with these settings are presented in this section. ABthe
thresholds are fixed, the purpose of this experiment is to understand the influetice that
thresholds have on the behavior of the CLA under varying environmental conditions: the

collection length and the TruthTable game state.
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5.5.2.1TruthTable state 6, Collection Length 12

It was observed in Experiment 3 that the TBL-CLA generally dominated the
Standard-CLA across all factor conditions. A closer inspection of the @eAsrmance
on TruthTable game state 6 with a collection length of 12 is discussed in tios sect
because it presents the most challenging combination of factors: a lcegicoland the
lowest possible TBL

Figure 36 shows that the scores of the TBL-CLA are significantly and consistently
higher than those of the Standard-CIeure 37 shows that the TBL-CLA makes use of
tactics all throughout the learning process, implying that it is the usetiostadich
leads to such strong performanggure 38 shows that the TBL-CLA has significantly

fewer stimulants making random selections during the learning process.
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Scores
+/- 95% confidence interval

ks =70 k,, =70 k;=70 x,=50 collection length 12 game state 6

Payoff 22.5
Expense -23000

40 50 60 70 80 90 100
contest (thousands)
Figure 36: With two target responses for each stimulant, the TBL-CLA’s score is significantly and consistently
better than that of the Standard-CLA's.
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Figure 37: The TBL-CLA makes use of tactics throughout the learning process. When the support threshold and
independence thresholds are equal, the TBL-CLA cannot have independent stimulants.
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Stimulants Selecting Respondents at Random

300 k=70 x,, =70 k=70 Kk, =50 +/-o collection length 12 game state 6
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Figure 38: The TBL-CLA makes significantly fewer random selections that the Standard-CLA.

5.5.3Average Performance: 4-tuple k= 99.99 k= 99.99 ki= 99.99 k4= 99.99)

In an average 4-tuple, the TBL-CLA still does very well. The 4-tuple (99.99, 99.99,
99.99, 99.99) produced average and is interesting because it is at the extreme of the
setting values.

5.5.3.1TruthTable game state 2, Collection Length 4

In conditions with a shorter collection length, it is possible to get a bettargut
how the TBL-CLA learns. When the TBL thresholds are all set to the maximum utalue
creates a lull in the learning progress of the TBL-CLA, which can be sé&guarin39. A
side effect of setting the thresholds so high is that new support stimulantsugayesto

maintain their selection confidence. If the selection confidence falls B9®8%, the
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new supporters are forced to become seekers. At a selection confidence of, 49e38%
stimulants will already be confident stimulants and will consistehibpse the same
respondent; however, if some of these confidence stimulants continue to experience a
drop in selection confidence, they may no longer be confident stimulants and may make
some random selections until they regain their selection confidence. Figurd #fura

41 show that the plateau in the learning curve matches the increase in seakantim

and the increase in stimulants making random selections.

Scores
+/- 95% confidence interval

K, =99.99 k,, =99.99 x;=99.99 k,=99.99 collection length 4 game state 2

Payoff 26.4
Expense -4500

Figure 39: The TBL-CLA produces a staircase-style learning curve.
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TBL Roles
with Score & Selection Confidence
Supporter Follower Il Independent Seeker === Score Selection Confidence

K, =99.99 k,, =99.99 K; =§9.99 K; =99.99 collection length 4 game state 2

300 r 100%

90%

180 /

number of stimulants
© ]
[=] [=]
score, selection confidence

40 50 60 70
contest (thousands)

Figure 40: The TBL-CLA experiences a slight increase in the number of seeker stimulants halfway through the
learning process. This accounts for the brief stagnation in score performance.

Stimulants Selecting Respondents at Random
K, =99.99 ,, =99.99 K;=99.9 k,=99.99 +/mo collection length 4 game state 2

stimulants

40 50 60
contests (thousands)

Figure 41: The number of stimulants making random selections increases with the number of seeker stimulants,

but remains significantly fewer then the Standard-CLA
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5.5.4Poor Performance: 4-tuple <= 99.99 k.= 50,k;= 50, k4= 50)

The worst-case results in Experiment 3 were those where the TBL-CLA'’s
performance was not significantly different than that of the Standard-CLA’s.s€btion
examines one of the 4-tuples that produces such performance.

5.5.4.1TruthTable game state 2, Collection Length 12

When the TBL-CLA cannot use its tactics, it behaves like a Standard-Claded
is using the Standard selection policy throughout the learning process. This behavior i
very similar to the behavior that was seen in the neutral example in Experimeat 2 (s
Section 5.3.3) Figure 42 andFigure 44 show that the TBL-CLA’s performance is not
significantly different from the Standard-CLA’s score and number of ranétent®ns.

Figure 43 shows that the lack of follower stimulants accounts for this behavior.

Scores
+/- 95% confidence interval

K, =99.99 «,, =50 x; =50 x,; =50 collection length 12 game state 2

Payoff -0.1
Expense 3500

70 80 90 100

40 50 60
contest (thousands)
Figure 42: Despite a slight advantage in the first few test points, the TBL-CLA scores become indistinguishable
from the Standard-CLA’s scores.
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TBL Roles
with Score & Selection Confidence
Supporter Follower Il Independent Seeker === Score Selection Confidence

x, =99.99 k,, =50 x;=50 x, =50 collection length 12 game state 6
11125

number of stimulants
score, selection confidence

40 50 60
contest (thousands)

Figure 44: The TBL thresholds prevent the stimulants from using tactics for any significant period of time which has the
consequence of forcing the TBL-CLA to follow the Standard selection policy during the learning process.

Stimulants Selecting Respondents at Random

K, =99.99 x,, =50 «; =50 K, =50 */-o collection length 12 game state 2

300

wn
)
c
o
3
E
=
wn

contests (thousands)

Figure 43 The TBL-CLA has as the same number of stimulants making random selections as the Standard-CLA.
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5.5.5Formal Conclusions for Experiment 4

A summary of the conclusions drawn from Experiment 4 is presented here in
summary form. For a more detailed discussion of these conclusions, see the previous
section. All conclusions presented in this section are only valid for the TruthJake
in an environment witlwo targets per outpwnd thais stationary, deterministic, and
correctfor the duration of the learning process. In formal conclusions, speculations, and
predictions about the performance of the application of TBL to other games, including
actual-life games, will be presented and discussed in Section 5.8. Suggestianhgdor f

research are presented and discussed in Section 5.9.

Conclusion 5: The learning behavior of a TBL-CLA is significantly affectey the
settings of the TBL thresholds. (Conclusion 5 from Experiment 3)
Conclusion 5e: When all the TBL thresholds are set to 99.99%, the TBL-CLA'’s

performance plateaus briefly as the selection confidence rises.

5.6 Experiment 5

Experiment 5 is a canonical experiment. The TruthTable game environment is
stationary throughout the learning process, that is, the arrangement otédigyehanges
after completion of the secondary phase, and there is only one target cell per input. For
more detail on the experiment design, see Section 4.1.5. The results presented in this
section are for the tertiary phase of the game only. Beldwte 15, taken from Section
4.1.5.4 is an experiment block design with all of the factors. Both Standard and TBL-
CLAs are used. The results from the Standard-CLA are used as a baseaimmpoting

the performance measures.
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Table 15: Design for Experiment 5 (canonical, task-switching, 1 target cell per input) [from Section 4.1.5.4]

Name Factor values Treatments

Target responses | {1, 2, 3, 6} 4
Collection length, {1,2,4,6, 12}
c

TBL thresholds, x* | <(xs &, &, ks)> selected from the following set of | 66
values, subject to the specified constraints:
<50.00, 70.00, 90.00, 98.00, 99.99>

Experiment resource requirements

Total treatments | 1340*

Estimated time per treatment | 8 CPU minutes
Estimated total CPU time required | 7.5 CPU days
Total CPUs available | 4

Estimated time required | 2 days

* total number of treatments calculated as follows:
Standard-CLA treatments = 4(5)

TBL-CLA treatments = 4(5)(66)

Total = Standard-CLA treatments + TBL-CLA treatments = 1340

5.6.1Results

The results are presented in footprints in this section and have been sized to fit a
single page. In many cases, this limits the legibility of the datddabhe footprints are
intended to give an overview of trends in behavior and performance as the factors are
varied. Each performance measure has a unique dynamic range, but thepraseated
in the same color range (red to green). Because the footprints are used toeviseradiz,
the exact values are not as important. Bright green is always used fas tieguftivor
the TBL-CLA and bright red for those that favor the Standard-CLA. The footnats
also presented at a legible resolution with individual color scale informationearab
pages in the following appendic@$?PENDIX G: EXPERIMENT 5, PAYOFF RESULTS
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APPENDIX H: EXPERIMENT 5, EXPENSE RESULTAGNAAPPENDIX I: EXPERIMENT 5
N-TILE RESULTS

Table 24shows the results of Experiment 5 sorted by the TBL thresholds. Section
3.6.4 describes the layout of the footprint in greater detail, but briefly, the columns and
rows are organized in a hierarchical fashion.

The columns are divided first by the performance metric: Payoff, themBEgptaen
n-tile advantage. Within each performance metric, the columns are subdivided by
collection length. Finally, within each collection length, the columns are agaiivided
by the TruthTable game state, which corresponds to the number of target outputs in eac
game state.

The rows are organized hierarchically by TBL thresholds. The thresholds are
presented in the following order, from left to right:

e Support thresholdgs

e Withdrawal thresholdy,,

e Independence threshold,
e Dependence threshole

The factor values for the TBL thresholds are presented from smallesidst|ar
according to the following rules:

e The withdrawal threshold must be less than or equal to the support threshold.

Kw< Ks

e The independence threshold must be less than or equal to the support threshold.

K< Ks
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e The dependence threshold must be less than or equal to the independence
threshold.
K< K

Table 24: Results from Experiment 5, sorted by TBL thresholds. The varying collection lengths and the TruthTable
game state are the column headers. The TBL thresholds are the row headers. The thresholds are sorted from smallest
to largest factors values in the following order, according to the rules for TBL thresholds: support threshold,
withdrawal threshold, independence threshold, and dependence threshold.
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Table 25: The results of Experiment 5 sorted by the minimum Payoff in each row

Turning to the results in Table 24, it can be seen that the TBL-CLA does not have as

II-FI l--ll
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‘-‘ﬂ IFr|!;}|li!r

|,rI1 ity i L

o b ks
- - -

ﬂl

strong as an advantage in a task-switching game as it is in the adh&ationary games

that are examined in Experiments 1 and 3. While it can also be seen that the TBL

thresholds do have an effect on the behavior, it necessary to reorder the footprint in order

to gain further insight into the relationship between the threshold settings and hehavior

Table 25 shows the results of Experiment 5 sorted by the minimum Payoff in each

row. While this technique is useful for revealing patterns in the results in Eyqueri

and Experiment 3, it did not group the patterns of behavior very well. The data was then

resorted by the maximum Expense amceragePayoff in each row, and this did a better

job of grouping the results in a useful way. Table 26 shows the sorted and grouped data.
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Table 26: Results of Experiment 5 sorted first by the maximum Expense in each row. The results were then group and
internally sorted by the average Payoff in each row. This revealed the major groupings.

n=Tile Adva € _(results sorted by max . then
Threshold (%) Expense 0% [ 20% [ 30% [ 40% 50 % 60 % 70% 80 % 90% 100 %
collection length callection length
; 11461211461!§12461212461212!61211!61211!612‘24612124612124!12124612124!12
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Table 26 reveals some clearer groupings, which have been highlighted. fichgse g
are examined more closely in Table 27 through Table 29. Recall that in ihey teiniase
of learning, the results reflect the ability of the TBL-CLA to recoveerformance after
the game has suddenly changed from one state to another. In the footprints, the column
for game state 1 records the results for the transition from game statarhdcigte 2,
the column for game state 2 contains the results for the transition from statat2 & s
the column for state 3 contains the results for the transition from state 3 16, statkthe

column for game state 6 contains the results for the transition from statk ® Istate 1.
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The best results from Experiment 5 are those TBL 4-tuples with the withdrawal
threshold is set at 90% and the support and independence thresholds are set equal to each
other at 90% or 98%. In Experiments 1 and 3, the environment was stationary and so the
ideal learning curve is one that only has a positive slope. In Experiment 5, the
environment is not stationary and; therefore, even the ideal learning curvbhanest
some period of a negative slope as the learner unlearns old responses and relearns the
new correct ones. In Experiments 1 and 3, the best thresholds were set near 70%
anticipating that the learner’s selection confidence starts low and shouldemoisne
higher. In this experiment, in the tertiary phase the learner’s selectiodeoecdi should
start high and fall as a reaction to the influx of negative feedback thaatherdavill
have to encounter as it learns that some of its old responses do not work anymore. By
setting the TBL-thresholds higher in a task-switching environment, the TB\LiCable
to withdraw support from those tactics that should no longer be used and have some of its
stimulants become followers of tactics again to make the “course comecti

If these thresholds are set too high, the TBL-CLA becomes overly sensitive and if
they are set too low, the TBL-CLA does not get to take advantage of using follower
stimulants because the stimulants will have relearned their corspoingents by simply
using the Standard selection policy. The worst results come from TBL 4-tuftiegse
with the withdrawal threshold set to 50%. In these cases, there is no possibiigy of t
stimulants ever returning to follower status. Individual cases are discasyeshter

detail in Experiment 6.
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Table 27: Best results from Experiment 5, sorted by the maximum Expense value in each row.
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Table 28: Average results from Experiment 5 sorted by the maximum Expense in each row.
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Table 29: The worst results from Experiment 5 sorted by the maximum Expense in each row.
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5.6.2Formal Conclusions for Experiment 5

A summary of the conclusions drawn from Experiment 5 is presented here in
summary form. For a more detailed discussion of these conclusions, see the previous
section. All conclusions presented in this section are only valid for the TruthJake
in an environment witlone target per outpwand thais task-switching, deterministic,
and correctfor the duration of the learning process. The experimental results and
conclusions are only relevant to the tertiary phase of the game, and are focus on the
recovery of learning performance. Informal conclusions, speculations, and preicti
about the performance of the application of TBL to other games, including actual-Ilif
games, will be presented and discussed in Section 5.8. Suggestions for futuré egearc

presented and discussed in Section 5.9.

Conclusion 6: The learning behavior of a TBL-CLA is significantly affectey the
settings of the TBL thresholds.
Conclusion 6a: For best performance, set the withdrawal threshold at 90%
and the support and independence equal to each other at values
between 90 and 98%.
Conclusion 6b: For worst-case performance, set the support
threshold to 99.99% and the withdrawal threshold to 50%.
Conclusion 7:When the TBL thresholds are at their optimal settings, the TBA-C
significantly outperforms the Standard-CLA at no statistically
significant Expense across all collection lengths and Truth Trtee
states. This implies that TBL is a useful strategy fardang and

recovering learning performance in a changing environment.
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5.7 Experiment 6

Experiment 6 accomplishes Goal 3.3, described in Section 3.5. The calculation of the
individual performance measures is completed with the use of a spreadsheet, but the
process of inspecting the results and drawing conclusions about each case requires
significant attention from a persohable 16, taken from Section 4.1.%@&low presents

the block design for Experiment 6.

Table 16: Design for Experiment 6 [from 4.1.5.6]

Name Factor values Treatments
TruthTable game states {1, 2, 3, 6} 4
Collection length, ¢ {1,2,4,6, 12}
TBL threshold 4-tuples (90.00, 90.00, 90.00, 70.00) 3
<(rs, K K, Kg)> (99.99, 99.99, 70.00, 70.00)
(99.99, 50.00, 50.00. 50.00)

Experiment Resource Requirements I

Total treatments | 80*

Estimated time per treatment | 10 person-minutes

Total time required | 14 person hours

* total number of treatments calculated as follows:
Standard-CLA treatments = 4(5)

TBL-CLA treatments = 4(5)(3)

Total = Standard-CLA treatments + TBL-CLA treatments = 80

5.7.1Results
This section presents selected results from Experiment 6. The full set acddeduc

results is available in the digital appendices as interactive Microgsoé Epreadsheets.

5.7.2Best Performance: 4-tuple k=90, x,=90, x;=90, k4=70)

It was observed in Experiment 5 that the 4-tuple of (90, 90, 90, 70) was the best
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performing combination of TBL thresholds. The results of close inspection of the
behavior of a TBL-CLA with these settings are presented in this section. A8Bthe
thresholds are fixed, the purpose of this experiment is to understand the influetice that
thresholds have on the behavior of the CLA under varying environmental conditions: the

collection length and the TruthTable game state.

5.7.2.1TruthTable game state 1 to 2, Collection Length 12

At a collection length of 12, both CLAs face the most difficult challenge bethese
signal-to-noise ratio is at its lowest. The problem is compounded by the wéycim thve
game changes. When the TruthTable game state changes from state 1 to state 2, 50% of
all of the inputs are reassigned to new target outputs. The TBL-CLA needsaweedisc
this new target response and identify it as a tactic. This takes time, didmictysome of
the stimulants cross the support threshold. When the new tactic is identified, there is
smaller number of tactics that can become followers eigitce 45 shows that the TBL-
CLA does not score significantly better than the Standard-CLA, but it dogstrea
termination condition before the Standard-CIE#ure 46 shows that the follower
stimulants appear later in the learning processrgoet 47 shows that the TBL-CLA

does not make significantly fewer random selections than the Standard-CLA.
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Scores
+/- 95% confidence interval

ks =90 k,,= 90 x;= 90 x,= 70 collection length 12 game state 1==2

Payoff 2.3
Expense -15000

30 70 80 90 100

40 50 60
contest (thousands)
Figure 45: At a collection length of 12 and a 50% change in the game, the TBL-CLA garners a small Payoff,

but earns a very low Expense

TBL Roles
with Score & Selection Confidence
Supporter Follower Il Independent Seeker === Score Selection Confidence

k:=90 x,, =90 x; =90 x, =70 collection length 12 game state 1 == 2
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score, selection confidence

40 50 60 70
contest (thousands)

Figure 46: Because the CLA starts the tertiary phase with a high selection confidence, it takes time before the

first followers appear in the system.
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Stimulants Selecting Respondents at Random
+/-0
300 ks =90 k,, =90 x;=90 ;=70 collection length 12 game state 1 =2

2
c
LY
S 150
=
o
()]

contests (thousands)

Figure 47: Even though the TBL-CLA has fewer stimulants selecting respondents at random early in the phase,
the TBL-CLA’s score is not significantly different from the Standard-CLA’s score. This implies that the TBL-CLA is
entrenched in its behavior and needs more time to unlearn old patterns.
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5.7.2.2TruthTable game state 2 to 3, Collection Length 12

When the TruthTable game state changes from state 2 to state 3, it is als@the ca
that 50% of the inputs are reassigned to new target; howsee, 48 shows that in this
case, the TBL-CLA is able to score significantly better than the Stauiak. The
advantage comes from the fact that when the game state changes tedrictstate 3
one third of the inputs which are reassigned are reassigned to target refipainsese
already in use in state 2 (see Section 4.1.5.1 for more details). Because dune of t
reassigned inputs to target responses that the TBL-CLA has identifiedies these
inputs can be followers earlier and take advantage of this guidance sooner than the other
stimulants that must wait for the new tactic to be identifigdre 49 demonstrates the
fact that follower stimulants appear earlier, aigdre 50 shows that the TBL-CLA makes

significantly fewer random selections.

Scores
+/- 95% confidence interval

k:=90 k,,= 90 x,= 90 x;,= 70 collection length 12 game state 2==3

Payoff 14.6
Expense -25500

30 70 80 90 100

40 50 60
contest (thousands)

Figure 48: When the game changes from state 2 to state 3, it is also a 50% change. The difference in
performance comes from the fact that 1/3 of the changed inputs are reassigned to a target response that was in
use in the previous stage.
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TBL Roles
with Score & Selection Confidence
Supporter Follower Il Independent Seeker === Score Selection Confidence

300 s =90 k,, =90 x; =90 x, =70 collection length 12 game state 2 —3100%

270 | 90%
240 80%
- 70%

60%

50%

- 40%

90 - 30%

number of stimulants
score, selection confidence

60 " 20%
30 10%

O . 0%

0 10 20 30 40 50 60 70 80 90 100
contest (thousands)

Figure 50: Some of the stimulants that are reassigned can become followers of an existing tactic early in the

nhase. instead of having to wait until a new tactic is discovered.

Stimulants Selecting Respondents at Random
+/-0
ks =90 x,, =90 x;=90 x,; =70 collection length 12 game state 2==3

(]
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3
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contests (thousands)

Figure 49: The TBL-CLA has few stimulants making random selections, which corresponds with the use of tactics.
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5.7.2.3TruthTable game state 6 to 1, Collection Length 12

Similarly to the transition from TruthTable game state 2 to state 3, thetimarfrom
state 6 to state 1 involves reassigning 83% of the inputs to new targets (s@e Sect
4.1.5.1 for details). Moving from 6 target responses to one target response means that the
TBL-CLA does not have to identify any new tactics and can begin immedieiely an
existing tacticFigure 51 shows that the TBL-CLA scores significantly better than the
Standard-CLAFigure 52 shows that the TBL-CLA is able to have a large number of
follower stimulants fairly early in the learning procesgure 53 shows that the TBL-

CLA has significantly few stimulants that are selecting responsas@bm.

Scores
+/- 95% confidence interval

k=90 x,= 90 k=90 x,= 70 collection length 12 game state 6=1

Payoff
Expense

80

40 50 60
contest (thousands)

Figure 51: When the game state changes from 6 to 1, 83% of the inputs are reassigned to new target
respondents; however, the new reassigned inputs are assigned to the same target response, which was already
in use in the previous phase. This gives the TBL-CLA a significant advantage.
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TBL Roles
with Score & Selection Confidence
Supporter Follower Il Independent Seeker === Score Selection Confidence

300 =90 k,, =90 ;=90 x,; =70 collection length 12 game state 6==1 100%

270 90%
240 - 80%
- 70%

- 60%

50%

- 40%

- 30%

number of stimulants

- 20%

score, selection confidence

10%
0%
40 50 60 80 20 100

contest (thousands)
Figure 53: The TBL threshold settings prevent the TBL-CLA from using independent stimulants. The TBL-CLA has
many follower stimulants which help to boost the scores.

Stimulants Selecting Respondents at Random
+/-0
ks =90 x,, =90 k;=90 x,; =70 collection length 12 game state 6 =1

L]
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40 50 60
contests (thousands)

Figure 52: Despite the larger variance, the TBL-CLA has significantly fewer stimulants selecting random
respondents than the Standard-CLA.
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5.7.3Average Performance: 4-tuple ¥s=99.99,k,=99.99,k;=70,k4=70)

It was observed in Experiment 5 that the 4-tuple of (99.99, 99.99, 70, 70) was an
average performing combination of TBL thresholds. The results of close inspecti@n of t
behavior of a TBL-CLA with these settings are presented in this section. ABthe
thresholds are fixed, the purpose of this experiment is to understand the influenoe that t
thresholds have on the behavior of the CLA under varying environmental conditions: the

collection length and the TruthTable game state.

5.7.3.1TruthTable game state 3 to 6, Collection Length 6
In the average case, the TBL-CLA’s recovery performance is vattea shorter
collection lengthFigure 54 shows that the TBL-CLA scores significantly better than the
Standard-CLA and that it reaches the termination conditions before the St&idar
Figure 55 shows that the TBL-CLA is able to make use of tactics early in the Igarnin
processFigure 56 shows that the TBL-CLA has fewer stimulants that select respondents

at random, which corresponds to the increase in follower stimulants.
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Scores
+/- 95% confidence interval

K:=99.99 x,, = 99.99 ;=70 ;=70 collection length 6 game state 3==6

Payoff 8.2
Expense -19500

30 70 80 90 100

40 50 60
contest (thousands)

Figure 54: When the environment provides a shortened collection length, the TBL-CLA can regain its advantage,
even though the state presents more reassigned inputs.

TBL Roles
with Score & Selection Confidence
Supporter Follower Il Independent Seeker === Score Selection Confidence

K =99.99 x,, =99.99 k; =70 k, =70 collection length 6 game state 3 —.6100%
l 90%
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Figure 55: The TBL-CLA is able to leverage the follower stimulants to improve its score.
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Stimulants Selecting Respondents at Random
+/-0
300 %5 =99.99 k,, =99.99 x; =70 x,=70 collection length 6 game state 3==6
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Figure 56: The TBL-CLA makes significantly few random selections than the Standard-CLA during the later part of

the learning process.

5.7.4Poor Performance:4-tuple (ks=99.99 k=50, k=50, k4=50)

It was observed in Experiment 5 that the 4-tuple of (99.99, 50, 50, 50) was the worst
performing combination of TBL thresholds. The results of close inspection of the
behavior of a TBL-CLA with these settings are presented in this section. A8Bthe
thresholds are fixed, the purpose of this experiment is to understand the influenoe that t
thresholds have on the behavior of the CLA under varying environmental conditions: the
collection length and the TruthTable game state.

5.7.4.1TruthTable game state 6 to 1, Collection Length 1

The worst-case settings of the TBL thresholds are such that the TBLbEh#ves
like a Standard-CLA even at a collection length of one Kigeee: 57). This is a very
unusual occurrence; generally, at a collection length of one the TBL-CLA shows some

advantage. In this case, the TBL thresholds are set such that once a stimulardrnas bec
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a supporter, the only way it can become independent is if it acquires more than one
primary respondent. This only happens in a few instances and none of the stimulants ever
become followers (semgure 48). As a consequence, the TBL-CLA makes has as many

stimulants selecting respondents randomly as the Standard-CLAg{sea9).

Scores
+/- 95% confidence interval

k:=99.99 k,,= 50 ;= 50 ;= 50 collection length 1 game state 6==1

Payoff
Expense
40 5 60 76 80
f contest {thousands)

Standard-CLA with a collection length of one.
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TBL Roles
with Score & Selection Confidence
Supporter Follower Il Independent Seeker === Score Selection Confidence

300 :ﬁ‘l_;l'=99.99|||il\-|wv=50 K; =50 xy =50 collection length 1 game state 6 =1,
\' “
- 90%

270 |l
240 |||’ L 80%

- 60%
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210 | ’| - 70%

180
150 - 50%
120 - 40%
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Figure 59 When the withdrawal threshold is set at 50%, the only stimulants that are able to become

independent are those stimulants that withdraw their support from a tactic because they have more than
one primary respondent.
Stimulants Selecting Respondents at Random

+/-0c
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Figure 58: There is no significant difference between the number of random selections being made by the TBL-
CLA and the Standard-CLA. 212



5.7.4.2TruthTable game state 6 to 1, Collection Length 2
Figure 60 shows thaat a collection length of two, the TBL-CLA starts to perform
significantly worse than the Standard-CLA. As the collection length geteoting
updates become more diffuse and the signal-to-noise ratio goes down, causing-the TB
CLA to take longer to correct itsefigure 61 shows that very few stimulants are able to
even change roles, apidure 62 shows that the TBL-CLA makes significantly more

random selections later in the learning process.

Scores
+/- 95% confidence interval

k,=99.99 x,,= 50 x;= 50 k;= 50 collection length 2 game state 6==1

Payoff -7.5
Expense 59000

30 70 80 90 100

40 50 60
contest (thousands)

Figure 60: Even a collection length of two, the TBL-CLA significantly underperforms the Standard-CLA.
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TBL Roles
with Score & Selection Confidence
Supporter Follower M Independent Seeker === Score Selection Confidence
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Figure 62: With the withdrawal, independence, and dependence thresholds all set at 50%, almost all of the
stimulants remain in the role of supporter.
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Figure 61: The TBL-CLA makes significantly more random selections than the Standard-CLA.
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5.7.5Formal Conclusion from Experiment 6

A summary of the conclusions drawn from Experiment 6 is presented here in
summary form. For a more detailed discussion of these conclusions, see the previous
section. All conclusions presented in this section are only valid for the TruthJake
in an environment witlone target per outpwnd thais task-switching, deterministic,
and correctfor the duration of the learning process. The experimental results and
conclusions are only relevant to the tertiary phase of the game, and are focus on the
recovery of learning performance. Informal conclusions, speculations, and prelicti
about the performance of the application of TBL to other games, including actual-lif
games, will be presented and discussed in Section 5.8. Suggestions for futuré egearc

presented and discussed in Section 5.9.

Conclusion 8: The effectiveness of Tactic-Based Learning to aide in regover
learning behavior after a change in the environment is influenced
more by the number of reassigned stimulants that can become
followers of existing tactics than it is influenced by tlergentage
of stimulants that change or the number of new tactics that must

also be identified.

Conclusion 9: When the TBL-CLA is able to reduce the number of stimulants that

select their respondents at random, its performance improves.
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5.8 Summary of Formal Conclusions

This section brings together all the formal conclusions that have been drawn Bom thi
research. The section number of the corresponding experiment from which thesioconcl
is drawn is indicated after each conclusion. All formal conclusions are ondyfealthe

TruthTable game.

Conclusion 1: The learning behavior of a TBL-CLA in astationary,
deterministic, and correcenvironment withone target cell per inputs
significantly affected by the settings of the TBL thresholds. (Section 5.2)
Conclusion la: For best performance in stationary, deterministic, and

correct environment withone target cell per inputset the support,
withdrawal, and independence thresholds equal to each other and at
values between 70% and 80%. (Section 5.2)

Conclusion 1b: A TBL-CLA will behave like a Standard-CLA when the
support and withdrawal thresholds are set high, greater than 90%, and
the independence and dependence thresholds are set at or near the
minimum (less than or equal to 55%) instationary, deterministic,
and correctenvironment withone target cell per inpu(Section 5.2)

Conclusion 1c: Even TBL 4-tuples that do not produce optimal or
Standard-like behavior in agtationary, deterministic, and correct
environment with one target cell per inputprovide significant
advantages early in the learning process; however, the advantages a
lost later on as the TBL-CLA significantly underperforms coragao

the Standard-CLA. (Section 5.2)
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Conclusion 1d:In a stationary, deterministic, and corre@nvironment
with one target cell per inpua TBL-CLA performance improves
when the independent role is removed by setting the support and
independence thresholds equal to each other. (Section 5.3)

Conclusion 2: TBL-CLA performance improves as the TBL advantage, ;] BE
the TruthTable game state is increased wtagionary, deterministic, and
correctenvironment withone target cell per inpu{Section 5.2)

Conclusion 3:When the TBL thresholds are set for good performance in a
stationary, deterministic, and correenivironment withone target cell per
input, the TBL-CLA has significantly fewer stimulants that makedom
selections than the Standard-CLA, meeting one of the perforntaitera
for this research. (Section 5.3)

Conclusion 4:Only a small percentage of the total stimulants need be follower
stimulants for a TBL-CLA to perform significantly better tha Standard-
CLA in astationary, deterministic, and correehvironment withone target
cell per input (Section 5.3)

Conclusion 5:The learning behavior of a TBL-CLA instationary,
deterministic, and corre@nvironment withtwo target cells per inpus
significantly affected by the settings of the TBL thresholds. (Sectign 5.4
Conclusion 5a: For best performance of a TBL-CLA in stationary,

deterministic, and correanvironment withtwo target cells per input

set the support threshold at 70%. (Section 5.4)
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Conclusion 5b: For strong performance of a TBL-CLA in &tationary,
deterministic, and correanvironment withtwo target cells per input
set the support threshold at 90%. (Section 5.4)

Conclusion 5c: Worst-case performance for a TBL-CLA insgationary,
deterministic, and correanvironment withtwo target cells per input
is not statistically significantly different than that of &®lard-CLA.
(Section 5.4)

Conclusion 5d: For worst-case performance for a TBL-CLA in a
stationary, deterministic, and corre@nvironment withtwo target
cells per input set the support threshold to 99.99% and the
independence threshold to 50%. (Section 5.4)

Conclusion 5e: When all the TBL thresholds are set to 99.99% in a
stationary, deterministic, and corre@nvironment withtwo target
cells per input the TBL-CLA’s performance plateaus briefly as the

selection confidence rises. (Section 5.5)

Conclusion 6: TBL-CLA performance improves without bound as the TBL

advantage, TBJ, of the TruthTable game state is increased stadonary,
deterministic, and correcenvironment withtwo target cells per input

(Section 5.4)

Conclusion 7:The learning behavior of a TBL-CLA is significantly affectiey

the settings of the TBL thresholds intask-switching, deterministic, and

correctenvironment withone target cell per inpu{Section 5.6)
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Conclusion 7a: For best performance of a TBL-CLA intask-switching,
deterministic, and correanvironment withone target cell per input
set the withdrawal threshold at 90% and the support and independence
equal to each other at values between 90 and 98%. (Section 5.6)
Conclusion 7b: For worst-case performance of a TBL-CLA intask-
switching, deterministic, and correehvironment withone target cell
per input set the support threshold to 99.99% and the withdrawal
threshold to 50%. (Section 5.6)

Conclusion 8:When the TBL thresholds are at their optimal settings, the TBL-
CLA significantly outperforms the Standard-CLA at no statsiyc
significant Expense across all collection lengths and TruthTgebtee states
in atask-switching, deterministic, and corremtivironment withone target
cell per input This implies that TBL is a useful strategy for learnamgl
recovering learning performance in a changing environment. (Section 5.6)

Conclusion 9: The effectiveness of Tactic-Based Learning to aide in regafe
learning behavior after a change in the environment is more btrong
influenced by the number of stimulants that can become followerssting
tactics than the percentage of the game that changes or the rfnmessy
tactics that must be identified. (Section 5.7)

Conclusion 10:When the TBL-CLA is able to reduce the number of stimulants
that select their respondents at random, its performance improeeso(S

5.3, 5.5, and 5.7)
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5.8 Informal Observations
This section contains the informal observations and speculations that have anisen ove
the course of this research. These observations have not been formally testethtmdyali

but they are informed by several years of observation while conductingsbasch.

1. For almost all settings of the TBL thresholds under all of the environmental
conditions tested in this research, the TBL-CLA exhibits some significant
advantage during the learning process. This implies that there might be spme wa
to turn off or change learning techniques before the disadvantages started to take
over. TBL appears to provide a strong boost in early learning, but it is clearly not

the only important component of learning in generalization.

While this research has identified the optimal settings for the TBL thresholds
across very broad environmental conditions, it is possible that these optimal
settings may not be appropriate for other environmental situations. The fact that
the TBL-CLA shows some advantage in the early stages of learning supgésts t
is it a useful technique to apply to other, more complicated problems combined
with a mechanism for moderating how and when Tactic-Based Learning is

applied.

2. The independence threshold was included to cover situations in which a CLA
would be stuck in a local maximum. In this research, the compensation policy was
an integral part of working against this possibility. The TruthTable game does not
include target responses that are differently weighted. That is to staygel
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responses are equally correct, so once a stimulant has found one targeteell, the
is no reason to look for another, even if one exists. It still seems like a good idea
to include the independent role, but its value has not been proved by these

experiments.

Breaking from the patterns of behavior given to children by their parents & a vit
part of human development. It is important to spend some time questioning the
values with which one was raised because it helps form an individual’s identity.
This rebellion might even be considered a check against bad and abusive
parenting, although it is clear that the scars of abuse go very deep anérmare oft
difficult to overcome. While this research has not made a strong case for the
utility of the independent phase of learning, it should remain an important part of

any complex artificially intelligent system.

3. While Tactic-Based Learning has only been applied to Collective Learning
Systems, it seems that the underlying theory should be applicable to other
reinforcement learning paradigms. With some adjustments, these ideas should
translate into other areas of machine learning. It seems that the t@bdias the
learning agent in the direction of effective solutions would be useful to other

machine learning disciplines.

5.9 Future Directions
This section discusses suggestions for future research.
1.Set the TBL and compensation thresholds dynamically, using a CLA

In this research, the TBL thresholds were fixed throughout the learning groaés
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in order to build a more flexible system is seems that these thresholds should be
adjustable and able to react to changes in the environment and growing experience. The
best way to do this would be to have another CLA learn where to set the thresholds and

when to change them.

2. Experiment with a more complex environment
The TruthTable game is a very simplified game that has been limitedpe. Sdoe
benefits of using TBL should translate well to environments that are complexhetaoug

require far more than 300 stimulants and 6 respondents.

3. Experiment with an environment that changes independently of the ICA
preparedness
In the research, CLAs were allowed to train on each phase of the game until they
were completely confident and accurate, but many learning environmentggeckghout
consideration of the learner’s readiness. Even if a TBL-CLA has not had a&dbanc

become completely confident and accurate, it should still do better than a Stahdard-C

4. Experiment with an environment that changes incrementally

In this research, when the environment changed from one state to the next, the change
happened all at once; however, there are many real-world application$evere t
environment is changing slowing and continually. Over time, a TBL-CLA should be abl

to perform better in this kind of changing environment than a Standard-CLA.

222



5. Implementing a TBL-CLA in a real-world application, such a video game

Video games can provide rich environments for learning from human interaction. It is
possible that a TBL-CLA could learn individual players’ behavior quickly enough to
provide a more interesting and challenging opponent or non-player chargct&éhll
would move the computer-generated components of the game away from predictable

behavior and towards a more dynamic play experience.

6. Experiment with environments with non-uniformly weighted target
responses

It was mentioned in the informal observations (Section 5.8) that this research has not
found a strong justification for the inclusion of the independent role, although it appears
to have a strong biological precedent. The environment used in this research had
uniformly valued target responses, which explains why there is no benefit toiegpl
the response range once a target cell has been found. The usefulness of the imdepende
role might become more apparent in an environment with multiple, but unequally valued

target responses.

7. Experiment with combining TBL and feature analysis

One of the major contributions of this research is that it identifies a nevodtetr
improving learning without using any feature analysis or generalizdtewever, it has
also been speculated that TBL can not be the only piece that is needed for complex
learning. TBL could be combined with some kind of feature comparison to, perhaps,

decide if a tactic was worth following or not before choosing it from the glottat test.
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8. Investigating learning pathologies that are introduced with TBL

While TBL can be very effective at improving the learning behavior of & @lcan
also be made to hinder the learning process. If TBL is actually repgoatiimitating the
human learning process on some level, it is possible that there might be pardhel
problems it can introduce into the learning process. One area to look for parakel is t
area of learning disabilities. It would be interesting to look for pafadieleen these
behaviors and those of people with learning disabilities. If TBL is modedimg sort of
behavior that is happening in the brain, then it might be true that it produces parallel
patterns of failure. Additionally, it might be possible to model some of the thenajtie
a sub-optimal TBL-CLA to see if it is possible to correct the deficemnicitroduced by

incorrect settings of the TBL thresholds.
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APPENDIX A: EXPERIMENT 1, PAYOFF RESULTS

This appendix presents the entire Payoff footprint, sorted by the TBL thresholds.
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APPENDIX B: EXPERIMENT 1, EXPENSE RESULTS

This appendix presents the full Expense results Experiment 1, sorted by TBL threshold.
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] 2 1 | & 12
TBEL Thresholds (K=) number of targets
sopport withdrowsl indapandancs dipsndams |1 2 03 61 2 3 6|1 2 3 8|1 2 3 8|1 2 3 8
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SO S 50 .50 . 50
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........ 55 .50 55 5%
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Expense
collection length
1 2 | 4 | & 1

TBEL Thresholds (K=) number of targets

supari witdrowel indopeedeecs dependeeez [ 1 2 03 6|1 2 3 8|1 2 3 6|1 2 3 8|1 2 3 8
= L N %5 ...EO 50000
5888 50 85 .88 48000
L5888 L S0 ss.88 80 46000
L8888 50 9%.85 53] 44000
L888s 50 ssss 70 42000
L88.8s 50 ssss BOD 40000
L8888 L 50 58.8% 53] 38000
L5888 L 50 58.88  59.59 36000
O A S 5050 34000
- - S 55 .80 32000
L8888 55 .55 53] 30000
L5888 L 5570 50 28000
5888 55 70 .58 26000
- - S FL 24000
L8988 55 B0 50] 22000
888 L 55 B0 s3] 20000
- = S BO .70 18000
LBREs 55 BO ___.BO 16000
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-+ S 85 .70 10000
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59.599 BOD 50 -50000
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APPENDIX C: EXPERIMENT 1 N-TILE ADVANTAGE RESULTS

This section presents the falitile advantage results for Experiment 3. The results are
sorted by TBL thresholds and are presented acrossttles and then down the TBL

threshold factors.
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n-tile advantage 100%

collection length

1 7 4 b 12
TBEL Thresholds (K=) number of targets
supporl  withdrowal independenze dependenze | 1 2 3 6|1 2 3 6[1 2 3 6|1 2 3 B|1 2 3 6
50 50 50 50 scale
70 50 50 50 =100
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70 0 70 70 -899.9
=10 50 50 50 -89
=10 50 70 50 -498
=10 50 70 70 -a7
S0 50 S0 50 -96
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S0 50 S0 S0 -84
=10 0 50 50 -83
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90 70 70 70 =81
S0 70 S0 50 =80
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S0 S0 50 50 -T0
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S0 S0 Fili] Fili] -50
=10 a0 S0 50 =40
S0 S0 S0 Fili] -30
S0 S0 S0 S0 -20
55.59 50 50 50 -10
445,99 50 70 50 ]
595,55 50 70 70 10
55.59 50 S0 50 20
55.59 50 S0 Fili] 30
55.59 50 S0 S0 40
55.59 50 95.99 50 850
55,59 50 95.5% 70 60
55.59 50 95.99 S0 70
55.59 50 95.99 95,589 B0
445,99 0 50 50 B5
445,99 0 70 50 a0
595,595 70 70 70 91
55.59 70 S0 50 92
55.99 70 S0 70 93
55.59 70 S0 S0 94
55.59 70 95.99 50 95
945,99 70 99,99 70 96
55.59 70 95.99 S0 a7
55.99 70 95,99 95,59 98
55.59 S0 50 50 99
55.59 S0 Fili] 50 99.9
95,99 a0 70 70 99.99
55.59 S0 S0 50 99,999
55,59 a0 S0 70 99 995849
55.59 S0 S0 S0 99.99999
55.59 50 95.99 50 100
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APPENDIX D: EXPERIMENT 3, PAYOFF RESULTS

This appendix contains the entire Payoff foot print for Experiment 3, sorted by TBL
thresholds.
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Payoff

collection length
4

1 7 b 12
TBEL Thresholds (K=) number of targets
supporl  withdrowol independence dependence | 1 2 3 6[1 2 3 8|1 2 3 6|1 2 3 8|1 2 3 B
50 50 50 50 scale
70 50 50 50 -1
70 50 70 50 -0.96
70 50 70 70 -0.92
70 70 50 50 -0.88
70 0 70 50 -0.84
70 0 70 70 0.8
S0 50 50 50 -0.76
=10 50 70 50 072
S0 50 70 70 -0.68
S0 50 S0 50 -0.64
S0 50 S0 Fili] 0.6
S0 50 S0 S0 -0.56
=10 0 50 50 -0.52
S0 70 Fili] 50 -0.48
=10 0 70 70 -0.44
S0 70 S0 50 0.4
S0 0 S0 70 -0.36
S0 70 S0 S0 -0.32
S0 S0 50 50 -0.28
o0 S0 70 50 -0.24
S0 S0 Fili] Fili] 0.2
=10 =10 =10 50 016
S0 S0 S0 70 0.2
S0 S0 S0 S0 -0.08
595,545 50 50 50 -0.04
445,599 50 70 50 a
445,599 50 70 70 1
55,55 50 S0 50 2
55.99 50 S0 Fili] 3
EER-E] 50 a0 a0 4
55.99 50 95.99 50 8
55.99 50 95.99 Fili] &
85,55 50 95.6% S0 7
55.99 50 9999 9599 B
55.99 70 50 50 9
445,59 0 70 50 10
445,599 0 70 70 12
55,55 0 S0 50 14
55.99 70 S0 Fili] 16
55.99 70 S0 S0 18
845, 55 70 9569 50 20
55.99 70 95.99 Fili] 25
95,599 70 99,99 =10 30
55.99 70 95599 9599 35
55.99 S0 50 50 40
85,55 S0 70 50 45
55.99 S0 Fili] Fili] 50
55.99 S0 S0 50 58
55,55 =10 S0 70 60
55.99 S0 S0 S0 65
945,99 90 99.99 50 = G5
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TBEL Thresholds (K=)

suppart

withdrowal independente dependence

Payoff

?

collection length
L b

1236

12

number of targets
36|11 2 3 6|1 236

1236

59.99

S0

59.99

70

55.95

S0

55.95

S0

55.95

S0

55.95

55.95
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S0

70

59.99
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S0

S0
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55.95

50
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55.95

55.95

70

99.99

99.99
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g0

55.95

55.95

55.95

55.95

scale
-
-0.96
-0.692
-0.88
-0.84
0.8

.76

0.72

-0.68

-0.64

-0.6

.56
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APPENDIX E: EXPERIMENT 3, EXPENSE RESULTS

This appendix contains the entire Expense footprint for Experiment 3, sorted by TBL
thresholds.
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Expense

collection length

1 2 1 | & 1
TBL Thresholds (Kz) number of targets
soppori  withdrowal indapendines dapendemca [1 2 3 6|1 2 3 6|1 2 3 B|1 2 3 B|1 2 3 B
50 50 50 50 scale
70 50 50 50 12500
70 50 0 50 12000
70 50 0 70 11500
70 0 50 50 11000
70 0 0 50 10500
70 0 0 70 10000
=10 50 50 50 9500
=10 50 0 50 9000
S0 50 70 TO B500
S0 50 S0 50 8000
S0 50 S0 TO 7800
=10 50 a0 a0 7000
=10 70 50 50 6500
=10 70 70 50 G000
90 70 70 0 5500
a0 70 a0 50 5000
a0 70 a0 70 4500
a0 70 a0 a0 4000
a0 a0 50 50 3500
a0 a0 70 50 3000
S0 g0 70 70 2500
S0 g0 g0 50 2000
S0 a0 a0 70 1500
S0 a0 a0 a0 1000
55,95 50 50 50 500
55,95 50 70 50 ]
55,95 50 70 70 -500
95,549 50 =1 50 -1000
95,549 50 a0 70 -1500
95,549 50 a0 a0 -2000
95,549 50 9599 50 -2500
95,549 50 95.99 70 -3000
95,549 50 95.99 a0 -3500
95,549 50 9%.9% 59559 -4000
95,599 70 50 50 -4500
95,599 70 70 50 -5000
EER 70 70 70 -5500
56.99 70 S0 50 -6000
56.99 70 S0 F0 -6500
56.99 70 S0 S50 -7000
56.99 70 95.59 50 -B000
56.99 70 95.59 F0 -8000
56.99 70 95.59 S0 -10000
56.99 70 99,99 9569 -20000
56.99 S0 50 50 -30000
56.99 S0 70 50 40000
56.99 S0 70 TO -50000
56.99 S0 S0 50 -60000
56.99 S0 S0 TO -70000
56.99 S0 S0 S0 -80000
56.99 50 95.59 50 -80000
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TBL Thresholds (K=}
withdrawal indspandanz dapandana

support

Expense

2

collection length
1 | &

1236

1 2

number of targets
3 6(1 2 3 6|1 23 6

1 2 36

55.59

S0

55.59

Y]

95.59

S0

95.599

S0

95.59

S0

95.599

95.99

95.599

99.

99

50

50

95.599

99.

99

LY

50

95.599

99.

99

LY

LY

95.599

99.

99

S0

50

55.59

99.

99

20

LY

55.59

99.

99

20

20

55.59

99.

99

55.59

50

55.59

99.

99

55.59

LY

99.99

99.

99

99.99

20

99.99

99.

99

99.99

99.99

scale
12500
12000
11500
11000
10500
10000

8500

8000

8500

8000

7500

7000
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G500

G000

5500

5000

4500

4000

3500

3000

2500

2000

1500

1000

500

-500

-1000

-1500

-2000

-2500

-3000

-3500

-4000

-4500

-5000

-5500

-6000

-6500

-71000

-8000

-8000

-10000

-20000

-30000

-40000

-50000

-60000

-70000

-80000

-90000




APPENDIX F: EXPERIMENT 3 N-TILE RESULTS

This section presents the falitile advantage results for Experiment 3. The results are
sorted by TBL thresholds and are presented acrossttles and then down the TBL

threshold factors.
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n-tile advantage 100%

collection length

1 7 4 b 12
TBEL Threshaolds (K=) number of targets
supparl  withdrowal independence dependence | 1 2 3 6f1 2 3 6|1 2 3 6|1 2 3 6|1 2 3 6
50 50 50 50 scale
70 50 50 50 =100
70 50 70 50 -99.99999
70 50 70 70 -99.99499
70 70 50 50 -99.999
70 70 70 50 -95.99
70 70 70 70 -99.9
=10 50 50 50 -89
=10 50 70 50 -98
=10 50 70 70 -a7
S0 50 S0 50 -96
S0 50 S0 Fili] -85
S0 50 S0 S0 -84
=10 70 50 50 -83
=10 70 70 50 -82
90 70 70 70 =81
S0 Fili] S0 50 -80
S0 70 S0 70 -B5
S0 Fili] S0 S0 -80
S0 S0 50 50 -70
=10 =10 70 50 -60
S0 S0 70 Fili] -0
S0 S0 S0 50 =40
S0 S0 S0 Fili] =30
S0 S0 S0 S0 =20
56.99 50 50 50 =10
85,599 50 70 50 a
55,55 50 70 70 10
56.99 50 S0 50 20
56.99 50 S0 Fili] 30
56.99 50 S0 S0 40
56.99 50 95.99 50 80
85,55 50 95.9% 70 &0
56.99 50 95.99 S0 70
56.99 50 95.99 9559 BO
85,599 70 50 50 B85
85,599 70 70 50 a0
595,55 70 70 70 91
56.99 Fili] S0 50 92
56.99 70 S0 70 93
56.99 Fili] S0 S0 94
56.99 70 95.99 50 a5
95,99 70 99,99 70 a6
56.99 70 95.99 S0 a7
56.99 70 55,99 95469 a8
56.99 S0 50 50 a9
56.99 S0 70 50 99.9
95,99 =10 70 70 99,99
56.99 S0 S0 50 99,9949
85,55 S0 S0 70 89899589
56.99 S0 S0 S0 99.99594849
56.99 50 95.99 50 100
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TBL Thresholds (K=)

support

withdrowal independente dependence

n-tile advantage 100%

1

collection length

4

b

1236

1 2

number of targets

36(1236

1236

1236

89.95

80

59.99

70

99.99

80

59.99

a0

99.99

80

59.99

559.95

99.99

559.99

50

50

99.99

599.99

o

50

99.99

559.99

70

70

95.99

59.99

S0

50

99.99

559.99

S0

70

95.99

59.99

S0

S0

99.99

559.99

59.99

50

85.99

55.99

59.99

70

99.99

559.99

59.99

a0

89.99

559.99

59.99

559.99

scale
=100
-85.999499
-95.99499
-99.999
-95.99

B85

-89

-98

87

-96

-85

94
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-93

92

81

-90

-B5

-B0

-0

-60

-50

-40

-30

=20

-10

0

10

20

30

40

50

60

T

80

85

80

a1

g2

83

g4

895

96

a7

g6

99

g9.9

99.99

99.999

99.99949

99.99999

100




APPENDIX G: EXPERIMENT 5, PAYOFF RESULTS

This appendix contains the entire Payoff footpiamtExperiment 5, sorted by TBL
thresholds.
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Payoff

collection length

1 7 4 | & 12
TBEL Thresholds {K=) number of targets
supparl  withdrowal independence dependence [ 1 2 3 B[1 2 3 6|1 2 3 6|1 2 3 6|1 2 3 6

50 50 50 50 scale
70 50 50 50 -35
70 50 0 50 -33.6
70 50 70 70 -32.2
0 Fa] 50 50 -30.8
70 0 70 50 -29.4
70 70 0 70 -28
50 50 50 50 -26.6
S0 50 T0 50 -256.2
S0 50 70 70 -23.8
S0 50 S0 50 -224
=]i] 50 t1i] Fli] -21
S0 50 S50 S0 -19.6
S0 Fa] 50 50 -18.2
a0 0 70 50 -16.8
S0 70 0 70 -16.4
Q0 il 90 50 -14
S0 70 S50 70 -126
S0 70 S0 S0 -11.2
S0 S0 50 50 -9.8
=]i] =11 Fli] 50 -B.4
S0 S0 70 0 -7

S0 S0 S0 50 -5.6
S0 S0 S0 70 -4.2
=11] =11 E1i] =11] 2.8
GE 50 50 50 -1.4
GE 50 T0 50 -0

S8 50 70 70 14
S8 50 S0 50 2.8
LE 50 t1i] Fli] 4.2
S8 50 S50 S0 5.6
9B 50 SB 50 7

S8 50 S8 70 8.4
LR 50 R =11] 9.8
LE 50 g LE 1.2
GE 70 50 50 126
S8 70 70 50 14
og 0 70 70 154
LE Fli] t1i] 50 16.8
S8 70 S50 0 168.2
9B Fa] S0 S0 19.6
S8 70 S8 50 21

LR Fli] R Fii] 22.4
LE 70 g =]4] 23.8
S8 70 SE S8 25.2
S8 S0 50 50 26.6
S8 S0 70 50 28
LE =11 Fli] Fli] 29.4
S8 S0 S50 50 30.8
9B 90 S0 0 32.2
S8 S0 S0 S0 336
LR =11 R 50 35
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Payoff

collection length

1 7 1 | & 12
TBEL Thresholds (Kz) number of targets
supporl  withdrowal independence dependence [ 1 2 3 6|1 2 3 6|1 2 3 6|1 2 3 6fl1 2 3 8
S8 S50 S8 70 scale
B S0 B S0 -35
S8 S50 S8 S8 -33.6
SB SB 50 50 -32.2
SB SR 70 50 -30.8
B B 70 70 -29.4
S8 S8 S50 50 -28
SB SB S0 70 -26.6
SB SR S0 90 -25.2
B B B 50 -23.8
S8 S8 S8 70 -22.4
SB SB SB S0 =21
S8 SB SB 98 -19.6
G0, 99 50 50 50 -18.2
559.99 50 70 50 -16.8
99.99 50 70 70 -156.4
599.99 50 S0 50 =14
56.599 50 S0 70 -12.6
559.99 50 S50 S50 -11.2
99.99 50 £l 50 9.8
599.99 50 SB 70 -8.4
56.599 50 S8 S0 -7
559.99 50 G5B 58 -5.6
99.99 50 99.99 50 -4.2
599.99 50 959.99 70 -2.8
56.599 50 95.99 S0 -1.4
559.99 50 99.99 58 -0
99.99 50 99.99 99.99 14
599.99 70 50 50 2.8
56.599 7O 7O 50 4.2
559.99 70 70 70 56
99.99 70 S0 50 7
599.99 70 S0 70 B4
56.99 T0 S50 50 98
595.59 70 58 50 11.2
99.99 70 98 70 126
599.99 70 SB 90 14
56.99 T0 S8 S8 15.4
595.59 70 95.99 50 16.8
99.99 70 99.99 70 18.2
599.99 70 99.99 90 196
56.99 70 95.99 S8 21
595.59 70 95,99 9§9.99 224
99.99 90 50 50 238
599.99 S0 70 50 252
56.99 S50 T0 70 26.6
595.59 S50 S50 50 28
99.99 90 90 70 294
599.99 S0 S0 90 30.8
56.99 S50 S8 50 322
595.59 S50 58 70 336
99.99 90 98 90 35
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Payoff

collection length

] 7 1 | & 12
TBEL Thresholds (K=) number of targets
supporl  withdrowal independence dependence| 1 2 3 61 2 3 6f1 2 3 6|1 2 3 6|1 2 3 B
99.99 a0 98 o8 scale
99,99 80 99,99 50 -35
559,59 50 99.9% 70 -33.6
559,55 50 95.9% 50 -32.2
99,99 90 99,99 98 -30.8
99,99 90 99.99 99.99 -29.4
59,59 58 50 50 -28
99,99 98 70 50 -26.6
99.99 98 70 70 -25.2
55.95 ET) 50 50 -23.8
59,59 58 g0 70 -22.4
99,99 98 a0 90 =21
99,99 98 T 50 -19.6
559,59 58 ET) 70 -16.2
559,55 98 58 50 -16.8
99,99 98 T 98 -15.4
99,99 98 99,99 50 -14
59,59 S8  99.9% 70 -126
99,99 98 99,99 90 -11.2
99.99 98 99,99 98 9.8
99,99 98 99.99 99.99 -8.4
59,95 599.59% 50 50 -7
99.99 9999 70 50 56
99.99 99.99 70 70 -4.2
59,95 599.49% 50 50 -2.8
59.95 599.59% 50 70 -1.4
99.99 9999 a0 90 -0
99.99 99.99 L) 50 1.4
59,95 599.59% ET) 70 28
99.99 9999 98 90 4.2
99.99 9999 98 98 5.6
99.99 9999 99,99 50 7
59.99 99599 59.59 70 £.4
99.99 9999 99,99 90 g8
99.99 9999 99,99 98 11.2
59,95 599599 595959 99,99 12.6
14
15.4
16.8
18.2
19.6
21
224
23.8
252
266
28
29.4
30.8
322
336
38
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APPENDIX H: EXPERIMENT 5, EXPENSE RESULTS

This section presents the entire Expense footfmirExperiment 5, sorted by TBL thresholds.
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TEL Thresholds (K=)

Expense

collection length
] | 12 | 4 | & 12

number of targets
1 2 3 6|1 2 361 236|123 6[12 36

supporl _ withdrowal independence dependence
50 50 50 50
ElY] 50 50 50
70 50 70 50
70 50 70 i
70 70 50 50
EiY] o 70 50
70 70 70 i
S0 50 50 50
S0 50 70 50
S0 50 70 70
S0 50 S0 50
S0 50 S0 70
S0 50 S0 S0
80 70 50 50
S0 70 70 50
S0 70 70 70
S0 7o S0 50
S0 70 S0 i
S0 70 S0 S0
S0 90 50 50
S0 90 70 50
S0 S0 70 i
S0 90 S0 50
S0 90 S0 EilY]
S0 S0 80 S0
9B 50 50 50
SB 50 70 50
S8 50 k] £
S8 50 S0 50
9B 50 S0 70
SB 50 S0 S0
98 50 L 50
S8 50 9B i
9B 50 9B o0
S8 50 9B EL
9B 70 50 50
9B 70 70 50
SB 70 70 70
S8 7o S0 50
gl 70 80 0
9B 70 S0 S0
SB 70 SB 50
98 o L 70
S8 70 9B S0
9B 70 9B 9B
S8 90 50 50
9B 90 70 50
S8 S0 70 i
SB 90 S0 50
S8 90 S0 £
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APPENDIX I: EXPERIMENT 5 N-TILE RESULTS

This section presents the fuHtile advantage results for Experiment 5. The results are
sorted by TBL thresholds and are presented acrosstiles and then down the TBL
threshold factors.
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TEL Thresholds (K=)

n-tile advantage 100%

collection length
? | 4 | &

number of targets

supporl  withdrowl independence dependence | 1 2 3 61 2 3 6|1 2 3 6[1 2 3 6|1 2 3 6B
55.99 50 98 98 scale
55.99 50 99.99 50 -100
95.99 90 99.99 70 -99.99099
99.99 90 99.99 90 -99.90999
99.99 90 99.99 98 -99.999
99.99 90 99.99 §9.99 -99.99
99.99 98 50 50 -99.9
55.99 [T 70 50 -99
55.99 [T 70 70 -98
55.99 [T 80 50 -97
55.99 [ 80 70 -96
55.99 [ 30 50 -95
55.99 SE 9B 50 -94
55.99 SE 9B 70 -93
55.99 SE 9B [ -92
55.99 SE 9B [ -91
55.99 5B 95.99 50 -90
55.99 5B 99.99 70 -B5
55.99 5B 99.99 30 B0
55.99 5B 99.99 98 70
55.99 5B 95.9%  55.99 60
95.99  99.99 50 50 B -50
99.99 99,99 70 50 B -40
99.99  99.99 70 70 B -30
99.99  99.99 a0 50 B -20
99.99 99,99 20 70 B -10
99.99 99,99 20 ET B 0
99.99 99,99 98 50 B 10
99.99 99,99 98 70 B 20
99.99 99.99 98 50 B 30
99.99 99.99 98 98 || 40
55.99 9555 99.59 50 B 50
55.99 9555 99.59 70 B 6D
55.99 9555 99.59 [ B 70
55.99 9555 99.59 [ B BD
55,99 95,55 95.95 9559 B B5
90
g1
g2
93
54
95
96
97
98
89
99.9
89.99
99.999
99.9999
89.99999
100
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DIGITAL APPENDICES

This section provides the list of the digital apgieas. All Reduced Results are in Microsoft
Excel spreadsheets which contain VBA macros.
d.A. Java Source Code (.java)
d.B. Experiment 1 Reduced Results
d.C. Experiment 2 Reduced Results for case (70, 7070,
d.D. Experiment 2 Reduced Results for case (99.99, @%@
d.E. Experiment 2 Reduced Results for case (95, 9%5®p5,
d.F. Experiment 3 Reduced Results
d.G. Experiment 4 Reduced Results for case (70, 7600,
d.H. Experiment 4 Reduced Results for case (99.99, 99999, 99.99)
d.l Experiment 4 Reduced Results for case (99.9%&%0)
d.J. Experiment 5 Reduced Results
d.K. Experiment 6 Reduced Results for (90, 90, 90, 70)
d.L. Experiment 6 Reduced Results for (99.99, 99.997@p,

d.M. Experiment 6 Reduced Results for (99.99, 50, 8D, 5
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